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INTRODUCTION
Field investigations into the simultaneous effects of water satura-
tion and stress on seismic attenuation have yet to be accom-
plished, despite many core samples (Winkler and Nur 1982; 
Cadoret, Mavko and Zinszner 1998) and theoretical studies (Biot 
1956; Pham et al. 2002). A field-transferrable lab experiment 
focusing on these relationships may produce useful estimates of 
seismic attenuation that can be used to constrain field values of 
water saturation and stress. The ability to estimate water satura-
tion with seismic methods would be particularly important in 
better constraining hydrogeological studies (Arnold et al. 1998; 
Binley et al. 2001) or reservoir management (Thakur 1991), both 
of which implement water-saturation sensitive calculations.

Whereas velocity analysis will teach us much about the elas-
tic properties of soils, seismic attenuation can tell us much about 
the inelasticity, which can be equally important (Cadoret et al. 
1998). Seismic waves lose energy during propagation for various 
reasons, including (i) geometric spreading as total energy is 
spread over an increasingly large wavefront (Cerveny, Langer 
and Pšenčík 1974); (ii) scattering as waves change phase (Wu 
and Aki 1988); and (iii) intrinsic attenuation as kinetic energy is 
permanently exchanged into heat (Wu 1985), as follows:

A(ω) = cA0(ω)e−α(ω)x ,  (1)
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ABSTRACT
A publicly available seismic dataset from a lab experiment shows the simultaneous dependence of 
quality factor (Q) on water saturation and stress in unconsolidated sand. Large Q gradients (e.g.,  
> 10 m−1) necessitate a spectral ratio method modified to assume that Q changes with each ray path, 
thereby eliminating false Q values (e.g., < 0). Interval Q values (Q

int) increase the most with depth (dQ/
dz = 43 m−1) and stress (dQ/dσ = 0.0025/Pa) in dry sand and the least in partially saturated sand (dQ/
dz = 10 m−1 and dQ/dσ = 0.0013/Pa) where attenuation created by local fluid flow reaches a maxi-
mum. Expected Q

int values can be extrapolated from dQ/dσ and are bounded by Qint of the dry (Qdry) 
and partially saturated (Q

wet) media (e.g., Qdry ≥ Qint ≥ Qwet). Qint deviations outside this range may be 
explained by changes in effective stress, attenuation mechanism, or sediment composition. Field val-
ues of seismic attenuation in natural settings may be helped by these constraints, although attenuation 
remains subject to careful consideration of other factors, e.g., grain size, sorting, and shape.

where ω is the angular frequency of the seismic wave; A is the 
current amplitude; A

0 is the initial amplitude; α is the attenuation 
parameter, which represents the energy a wave loses while trav-
elling a unit of distance; x is the distance travelled by the wave; 
and c is the frequency-independent attenuation usually attributed 
to geometric spreading. Moreover, the frequencies in our dataset 
(103 Hz) lie at the transition between high-frequency and low-
frequency behaviours (Mavko, Mukerji and Dvorkin 2005) of 
well-known models for behaviour fluid–grain interaction and 
attenuation, such as squirt–flow (e.g., Mavko and Nur 1975) and 
Biot theory (1956).

Because attenuation is dependent on both the distance trav-
elled and the number of oscillations during propagation, it is 
convenient to describe attenuation by the energy lost per oscilla-
tion, which is the inverse of the seismic quality factor (Q) 
(Knopoff 1964), as follows:

 (2)

where ΔE is the energy dissipated during one cycle of loading at 
a circular frequency and E is the maximum energy stored during 
that cycle—where Q is large, attenuation is small, and vice versa. 
Attenuation caused by scattering can be dismissed when the 
propagating wavelength is much larger than heterogeneities.

The relationship between Q and α has been shown (Futterman 
1962) as follows:
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local effective stress, such as caused by over-pressured strata, 
leaky pipes, etc. (Petak and Atkisson 1982), which may increase 
or decrease Q

 (Pham et al. 2002) outside the range of expected 
values. A change in lithology may also increase or decrease Q

 

because different materials exhibit different Q values, e.g., lab 
values show Q of 21 in sandstone and 45 in oolitic limestone 
(Knopoff 1964).

Although small strain (< 10−7) attenuation mechanisms can be 
considered to be linear (Knopoff 1964), they are nevertheless 
dependent on both stress and water saturation (Biot 1956; Pham 
et al. 2002). Prior laboratory experimental techniques are not yet 
fully transferrable to the field, but their results show general 
expected in situ relationships between Q, water saturation, and 
stress.

Although Q appears to have overall lower values in uncon-
solidated sediments, different rock types (Winkler and Nur 1982; 
Cadoret et al. 1998), as well as unconsolidated sediments 
(Barrière et al. 2012), show similar trends in Q with water satura-
tion and stress. Q is largest in dry conditions, reaches a minimum 
at partial saturation, and increases again approaching full satura-
tion (Murphy III 1982). Q is sensitive to water saturation because 

 (3)

where λ is the wavelength. At low loss (Q >> 1), the quality fac-
tor is more conveniently related to the attenuation parameter 
(Knopoff 1964), as follows:

 (4)

where f is frequency, V is the phase velocity, and t is the time the 
wave travels.

The use of Q is advantageous because it is intrinsic to existing 
seismic datasets and more sensitive to pore–constituents than 
seismic velocity (Winkler and Nur 1982). Empirical Q measure-
ments can also verify existing poro-viscoelastic models for 
attenuation (e.g., Biot 1956; Pham et al. 2002). Moreover, Q 
estimations are advantageous because this inelastic behaviour of 
materials to wave propagation may aid in distinguishing between 
different soil types and help interpretations by confirming 
degrees of soil saturation. Departures in measured Q

 
from 

expected Q values that are the result of only saturation changes 
(Q

dry
 ≥ Q ≥ Q

wet
) may be useful to detect unexpected changes in 

Figure 1 Map layout of seismic acquisition equipment and observation wells in sand tank (Lorenzo et al. 2013). Pseudo-walkaway experiment is set 

up in a 0.44-m-thick section of sand at least 0.85 m away from the nearest wall in an east–west orientation. Sand surface is leveled prior to data acqui-

sition. Sensors are placed 0.015 m apart, centre-to-centre, leaving < 2 mm of sand between each sensor, for a total centre-to-centre array length of 0.12 

m. First shot point is 0.03 m east of sensor array, and each subsequent shot location is moved 0.12 ± 0.005 m for a total of eight shot points (asterisks) 

and a maximum offset of 1.03 m. Location errors are estimated at 10% of numbers shown.
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late the assumed equivalency of Q between the ray paths of the 
reference and measured signals and can lead to false Q estimates—
e.g., negative values of Q—and is a common problem in the near 
surface for both surface seismic and Vertical Seismic Profiling 
(VSP) investigations (Haase and Stewart 2006; Raikes and White 
2006). For these cases, we compensate by considering the average 
Q along the estimated ray paths. Many other techniques (Engelhard 
1996; Raikes and White 2006) also suffer from the traditional 
assumption of the spectral ratio method.

A well-documented and publicly available seismic dataset 
(Lorenzo et al. 2013), collected in a mid-sized, two-layered sand 
tank (~6 m × 9 m × 0.44 m), is useful for the open evaluation of 
the relationship between in situ Q, water saturation, and stress 
and because it is collected with a field-scalable methodology 
(Figure 1; Table 1). The sand tank contains well-sorted, medium-
grained sand.

The data were acquired as eight experimental seismic datasets 
(e.g., Figure 2), each in the same sand tank at a specific water 
table level (WL1 through 8) (Table 2). In this experiment, each 

of attenuation from local fluid flow, which reaches a maximum 
at partial saturation (Biot 1956; Pride and Berryman 2003). In 
general, larger stresses increase Q as grain contacts become more 
elastic (e.g., matrix elasticity ∝ stress1/3 (Mindlin 1949) and 
attenuation from internal friction between grains decreases 
(Pham et al. 2002). Q is frequency independent in dry condi-
tions, but frequency dependent where wet (Winkler 1985); nev-
ertheless, the small change in Q (< 5%) over a substantial fre-
quency range (0.8–70 kHz) (Blair and Spathis 1984) justifies 
Q-measurement methods that assume a frequency-independent 
Q (e.g., spectral ratio method).

The spectral ratio method (Båth 1974) is commonly used (Tarif 
and Bourbie 1987; Jongmans 1990) to produce robust, frequency-
independent, in situ Q estimates, insensitive to focusing effects 
(Tonn 1991). Ideally, the method assumes regular spatial sampling 
of measured amplitudes along the propagation direction. However, 
in media with large vertical velocity changes, adjacent sensors 
may receive rays that travel along significantly different raypath 
lengths. In such cases, the presence of large Q gradients may vio-

Table 1 Source and sensor equipment and software requirements and seismic acquisition parameters, adapted from Lorenzo et al. (2013).

Seismic sensor

Sensor characteristics Piezo-electric accelerometer of polyvinylidene fluoride film composition (ACH-01 from 
Measurement Specialties Inc.); nominally flat response of ~9 mV/g ± 1 mV, response over 
20–20 kHz frequency range.

Stage 1 signal conditioning 100-fold operational amplifier (LT1115 from Linear Technologies)

Stage 2 signal conditioning 10-fold audio amplifier, (DI800, from Behringer) converts single-ended signal to differential. 
Output low impedance (680 Ω), matches required input impedance for analog-to-digital 
acquisition (AD) card.

Pseudo-array dimensions 64 sensors, 0.03–0.87 m source–receiver offsets, ~0.017 m sensor spacing (Figure 1)

Recording electronics

Multi-purpose digital acquisition card Onboard, Peripheral Component Interconnect (PCI)-based AD card with an eight-differential 
channel mode input (Model PCI-6251 from National Instruments, Inc.), software triggering, 
and low-impedance analog output for source wavelet.

Instrument control software Modified version of Multi-Function-Synch AI-AO.vi written in “G,” a commercial virtual 
instrument software programming language (from National Instruments).

Sample rate 72 kS/s, per analog input differential channel (8)—maximum possible of 156.25 kS/s.

Nyquist frequency 36 kHz

Input and output voltage resolution 1 in 16 bits; 305 mV (+ 5%) for a ± 10V range.

Acquisition format LabView© (National Instruments) ASCII format converted to SEGY (Barry et al. 1975) using 
seg2segy (Sioseis 2011). SEGY data records for each sensor have 13 µs sample intervals and 
contain 780 samples.

Seismic source

Source wavelet Ricker wavelet, central frequency at 10 kHz, 23 samples at 50 kS/s, 50 ms wide side lobes; 
synthesised digitally by PCI-6251 AD card.

Seismic source generator Magnetostrictive ultrasonic transducer (Model CU-18 from Etrema Products Inc.). Low-
impedance audio amplifier (Model RMX 2450 from QSC Audio Products LLC) amplifies 
input Ricker source wavelet to drive this transducer at +150 V (max.); Shots (eight) are 
spaced ~ 0.0017 m apart (Figure 1).

Seismic software filtering,  
manipulation and display

Seismic Unix Processing System (Stockwell 1999).
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ing equal to the geophone spread length provided laterally con-
tinuous, but non-overlapping, subsurface seismic returns while 
expediting data acquisition. Small static shifts between sub-
arrays exist only if there are lateral subsurface heterogeneities.

These data advantageously sample seismic attenuation effects 
over a range of theoretically estimated effective water saturation 
(0–1) and total effective stress (0–5000 Pa) but derived only from 
the unconfined sediment column. A minimum of 3 hours between 
data collection and imbibition allowed enough time for the water 
table to reach equilibrium in the medium-grained sand (Gillham 
1984). Q measurements should be simpler to interpret in the imbi-
bition case because less patchy saturation is expected (Toms, 
Müller and Gurevich 2007). Seismic source-to-receiver offsets 
range from 0.03 to 0.975 m, and the sensor spacing is 0.015 m. 
Prominent continuously refracted seismic arrivals are preferable 
for estimating Q with depth because they ideally sample a range of 
depths in the sand body. For the case of a gradient-velocity layer, 
refracted first arrivals received at greater source–receiver offsets 
represent continuously refracted rays, which are turned from 
increasingly greater depths (Aki and Richards 1980).

We employ a modified spectral ratio method to estimate in situ 
Q because of the large Q gradient in shallow, unconsolidated sand. 
We estimate interval Q values from average raypath Q values, 
penetration depths, and travel times. We expect observable rela-
tionships between in situ Q, stress, and water saturation similar to 
previous core sample resonance studies, which could lead to a 
seismic attenuation constraint on these parameters in the field.

METHODS AND THEORY (A THROUGH D)
Modified spectral ratio method
Both the modified and unmodified spectral ratio methods 
(Figure  3) estimate in situ Q through a ratio of measurements 
taken at sensors that share a common source but are located at 
different distances from the common source (equation (1)). To 
solve for Q (equation (4)), these ratios are graphically displayed 
in a semi-log plot versus frequency and interpreted with a best-
fitting line (Figure 4). A chosen wavelet and its amplitude spectra 
serve as a reference signal (A

0, equation (1)) and the slope (m) of 
a best-fitting line to these results is an estimate of Q for the 
propagating media.

 (5)

where t0
 and t

m
 are the travel times (t

m
 > t

0
) to a reference and 

measured location, respectively, and Q
eff

 is the effective Q 
obtained by an unmodified (traditional) spectral method.

We modify the traditional spectral ratio method by assuming 
that a wave arriving at a reference location samples a markedly 
different Q (Q

0
) than at the measurement location (Q

m
), so that 

the slope (m) can be viewed as follows:

 (6)

of the eight accelerometers were kept far enough away from the 
edges of the tank so as to maintain a constant stress as water level 
varied. Sensors were buried 1 cm below the sand surface to 
improve coupling (Figure 1). The pseudo-walkaway acquisition 
geometry (Vincent et al. 2005) used a fixed array of eight accel-
erometers (Table 1) and eight off-end, shot point gathers 
(Figure  2) collinearly transposed (Evans 1997). In order to be 
certain that slightly different calibration constants between sen-
sors do not affect our analysis, the pseudo-walkaway geometry 
allows us to go reorganise the data according to a common 
receiver for different shot offsets. Nominally, a shot point spac-

Figure 2 Representative time versus offset pseudo-walkaway gather for 

seismic data collected in a 0.44-m-thick sand, which overlays cement. For 

all experiments, eight receivers were placed linearly with 0.015 (±0.005) m 

spacing. Each gather consisted of eight shots with a 0.03m nearest offset for 

the first shot and an additional 0.12 m for each subsequent shot (0.03–0.975 

m total source–receiver offset) (Lorenzo et al. 2013). Traces are gained 

using 0.5 s windowed Automatic Gain Control (AGC) for plotting purposes 

but not for analytical methods. A continuous refraction through the sand 

(solid black line) and a reflection from the top of the cement below the sand 

(dashed black line) are used to constrain velocity models (Figure 11).

Figure 3 Traditional spectral ratio method assumes that the reference Q 

(Q0) is similar along different trajectories. In our modified method, we 

use Q0 ~ 4 (equation (6)) and avoid non-physical results, such as Q < 0.
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In order to remove the effects of possible variable bandwidth 
sensitivity (Mateeva 2003), each Q

m value is calculated from 
spectral ratios with common receivers between the eight receiv-
ers (Figure 5). Otherwise, bandwidth sensitivity could remain an 
issue by influencing the slope (m) of the spectral ratios for dif-
ferent receivers, allowing larger variations in measured Q values 
(< ±0.9) than indicated by presented errors (cf. ±0.1).

Q and the attenuation parameter (α) in highly attenuating 
media
For comparison with the results of other workers (e.g., Badri and 
Mooney 1987; Jongmans 1990; Barrière et al. 2012), herein, we 
 
continue to use the low-loss approximation  (equa- 
 
tion (7)) (Futterman 1962) to relate Q to the attenuation param-
eter (α), which incurs at least a 10% difference (Q < 30) in 
contrast to the exact Futterman (1962) solution, as follows:

 , (8)

where V is phase velocity and f is frequency.

For example, in those cases where we find that Qeff < 0, which 
does not appear to be physically meaningful, this approach pro-
duces a positive slope (m > 0), is more simply interpreted as Q

m 
> Q

0.
For an estimation of Q

m (equation (6)), we need Q0, t0, and tm. 
We assume Q

0 = 4, based on previously measured attenuation 
parameters in partially saturated, unconsolidated sand (20 cm 
thick) (Oelze, O’Brien and Darmody 2002). Travel times (t

0 and 
t
m
) are more consistently picked at the peak amplitude of the 

wavelets. We use the peak amplitude time, representative of the 
frequency-independent group velocity, because frequency-
dependent travel times and their phase velocities are often diffi-
cult to distinguish in seismic data (Futterman 1962).

Discrete sections of the waveform are sampled for spectral 
ratio calculation (Figure 4). Wavelets received at distances larger 
than several wavelengths from the source (~> 0.3 m) show fewer 
near-field effects (Haase and Stewart 2010) and less interference 
from surface waves. In order to increase accuracy of Q

m
 esti-

mates, we confine spectral ratio calculation to frequencies neigh-
bouring the peak frequency and whose amplitudes are > 30% 
peak frequency—this procedure avoids regions of the spectrum 
that can be more heavily influenced by spectral interference and 
other noise (Reine, van der Baan and Clark 2009).

Figure 4 (A) Example unfiltered amplitude spectra from six extracted wavelets (Lorenzo et al. 2013) from a continuous refracted event arising from a 

water table at 0.14-m depth (WL5; Table 1) at different source–receiver distances. We note that for a pseudo-walkaway layout (Lorenzo et al. 2013), 

one physical sensor can be used to receive seismic arrivals at different shot-to-receiver offsets (i.e., different trace numbers). The leftmost trace (#24) 

is used as the reference for estimating Q. Spectral ratio calculations are confined to frequencies of the measured wavelet neighbouring the peak fre-

quency and whose amplitudes are > 30% peak frequency. Separation between each eighth trace shown is 0.12 m (Figure 1). (B) Q is estimated from 

the slope of the least-squares, best-fit line to the measured spectral ratios at each frequency—we show only one case for clarity. We emphasise that data 

collected by the same receiver removes calibration effects that could cause errors if different receivers are used. Each of the five common-receiver 

groups uses the same receiver but may contain different numbers of traces because we select only lowest noise wavelets. Each group is interpreted to 

represent a different depth in the sand body. We use wavelets of refraction events received at distances larger than several wavelengths from the source 

(~> 0.3 m) because they show fewer near-field effects (Haase and Stewart 2010) and less interference from surface waves.
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where Se is effective saturation; θ is the volumetric water content; 
θr is the residual water content; θs is the saturated water content, 
which is equivalent to porosity; α and n are van Genuchten 
(1980) empirical fitting parameters; and (u

a − uw) is the capillary 
pressure (Table 3). An SWCC can be converted into a pressure 
head-water saturation profile that is consistent with natural water 
saturation profiles (Desbarats 1995). We can solve the above 
equation for capillary pressure (u

a−uw) and set it equal to the 
weight of the water column supported above the water table 
(pore pressure equation).

Following Shen et al. (2016), we determine the effective aver-
age stress (P) at grain contacts as follows:

 (10)

Changes in water saturation and stress with depth
At any given depth in the sand tank, both water saturation and 
stress (Figure 6) vary with the location of the water table (WL1 
through 8) (Table 2). Understanding these effects can help inter-
pret the variations of Q versus depth. We calculate water satura-
tion and stress using the physical properties of sand (Table 3) and 
soil water characteristic curves (SWCC) (Shen et al. 2016).

In the absence of in situ saturation measurements, SWCC are 
used to calculate water saturation with depth above a given water 
table. We use the method of van Genuchten (1980) to fit capillary 
pressures and water saturations empirically for a sand similar to 
that in our experiment (Table 3).

 (9)

Table 2 Water table (WL1-8) from public dataset (Lorenzo et al. 2013) 

and their depths with respect to the top of the sand body, which is 0.44 

m thick.

Water table level Depth (m) (±0.02)

WL1 0.34

WL2 0.29

WL3 0.24

WL4 0.19

WL5 0.14

WL6 0.07

WL7 0.05

WL8 0.01

For each water table depth, eight shots were performed in a pseudo-

walkaway seismic gather, increasing shot–receiver offset by 12 cm after 

each shot. Hardware settings: 0.5-s record length, 12.5-µs sample inter-

val, 8 geophones, 1.5-cm geophone spacing, and 3-cm smallest shot–

receiver offset (Lorenzo et al. 2013).

Figure 5 Comparison of Qm values measured with a common reference 

receiver (red unfilled circles) show less variability than if receivers use 

different references (black filled circles) probably because of slightly 

different bandwidth sensitivities between sensors.

Model parameters Sand Reference

Sand grain density (kg/m3) 2650

(Mavko et al. 2005)
Pore water density (kg/m3) 1000

Pore air density (kg/m3) 1.22

Gravitational acceleration (m/s2) 9.81

Sand porosity 0.40 (Beard and Weyl 1973)

van Genuchten n fitting parameter 5.69

(Engel et al. 2005)van Genuchten α fitting parameter 4.56

Irreducible water content 0.024

Saturated water content 0.38

Matrix cohesion (Pa) 300 (Krantz 1991)

Fitting parameters are calibrated for capillary pressures in psi. Seismic data velocity models do not exceed 200 m/s 

(Lorenzo et al. 2013). To explain these low velocities, a Biot–Gassmann (Gassmann 1951) poroelastic model implies 

a water saturation < 1. A saturated water content of 0.38 is reasonably consistent with this assumption.

Table 3 Porosity and fitting 

parameters are measured in a 

similar medium-grained sand, 

0.35 mm (Engel et al. 2005) com-

pared with a 0.38-mm mean grain 

size (Lorenzo et al. 2013).
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interpreted velocity–depth models (Figure 7), we calculate how 
much time along the ray path is spent within each layer and find 
that, for the deeper few centimetres of the sand, this can be as 
much as > 35%. For this reason, we opt to assign the estimated 
Qm to the bottom of each interpreted layer (±10−2 m). Linear 
best-fits of the Q values themselves help characterise the overall 
change (dQ/dz) and linear dependence (r) of Q

int
 with depth and 

can be used to understand and represent how changes in water 
saturation and stress may affect Q (Figure 8).

In order to determine t
n
, ray paths and their travel times to 

each of the receivers are calculated (Slotnick 1936; Cerveny 
2005) from velocity–depth profiles. Forward modelling by trial-
and-error ray uses constant velocity and gradient velocity layers 
(Figure  7) and matches the principal refracted first arrivals  
(±10−4 s) and reflected arrivals. Lateral homogeneity is assumed 
where a resultant, simple, one-dimensional velocity–depth model 
represents the average structure over the range of source–receiv-
er offsets. In order to calculate the time spent by different rays in 
each layer, we first calculate more ray paths than needed but 
select only those that surface nearest to actual receiver locations 
(±10−3 m).

RESULTS
The relationship between water saturation and Qint (Figure  8) 
may be more evident when examined at a particular depth, as the 
minimal stress change effectively isolates the influence of water 
saturation. The increase in attenuation (1/Q

int) (Figure  10) at 
partial saturation (WL2-4) and its decrease, either under rela-
tively dry conditions (WL1) or nearly saturated conditions 
(WL5), seem consistent with a previously published poro-vis-
coelastic model for seismic attenuation (Barrière et al. 2012) in 
sand where the attenuation from local fluid flow is predicted to 
peak at maximum relative permeability (~60% water saturation) 
of the pore constituents.

from the sum of net overburden stress (σ
t
 – u

pore
) and interparticle 

stress (σ¢
s
 + σ

co
, where σ

t
 is the weight of the sediment column 

(Terzaghi, Peck and Mesri 1996), u
pore

 is pore pressure, σ’
s
 is soil 

suction stress, and σ
co

 is apparent tensile stress at the saturated 
state caused by cohesive or physicochemical forces (Bishop 1960).

Soil suction stress (equation (11)) is then derived from Van 
Genuchten’s fitting parameters for SWCC (Song et al. 2012).

 (11)

Interval Q
To ensure monitoring of local changes in Q and not only the 
average Q over the entire ray path, we estimate Q within depth 
intervals (Q

int
). Assuming we have a sequence of horizontal lay-

ers with separate rays turning at the top and the bottom of each 
layer, as follows:

 (12)

where Q
int and tn are measured within each layer (n) and where 

the travel time (T) and Q are measured along entire ray paths to 
the top (T

n−1 and Qn−1) and bottom (Tn and Qn) of the layer (Tonn 
1991).

Values of Q
int are more influenced by the properties of those 

parts of the ray path where most time is spent. In the case of our 

Figure 6 As the water table rises (WL1-8), calculations indicate that (A) 

water saturation above the water table increases, whereas (B) below the 

water table, stresses decrease as the effective weight of the sediment 

column decreases.

Figure 7 Best-fitting travel time calculations (±10−4 s) to raw data 

(Figure 2) obtained via ray tracing are used to generate velocity–depth 

profiles. These velocity models are necessary to calculate interval Q 

values along with the maximum penetration depths of each ray path.
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Concurrent changes of water saturation and stress both affect 
Q

int (Figures 8 and 9) but help complement previously published 
results (e.g., Hamilton 1976; Murphy III 1982), which only con-
sider Q variations with each parameter, individually. We measure 
changes in dQ/dz (Figure 8) over a large range of theoretically 
estimated effective water saturation (0–1). A strong linear 
dependence appears to exist between dQ/dz for both relatively 
dry conditions (r > 0.94) and relatively wet conditions below the 
water table (r > 0.90); otherwise, the dependence is weak (r < 
0.46). In dry conditions, the calculated water saturation has val-
ues of ~ 0.1–0.2, and in wet conditions, the water saturation is 
calculated at 0.6–0.7. The highest value (43 m−1) for dQ/dz 
occurs under dry conditions and the lowest (10 m−1) under wet 
conditions.

With regard to relationships between Q and stress (Figure 9), 
our analysis shows that over a small range of calculated satura-
tion (±5%) Q

int
 and stress (σ), a linear correlation can be used to 

characterise the trends. For example, under dry conditions, dQ/
dσ = 0.0025/Pa, (r > 0.77) and where water saturation is higher 
dQ/dσ = 0.0013/Pa (r > 0.7). Furthermore, the maximum Q

int
 

value occurs under dry conditions and the minimum Q
int

 under 
wetter conditions (Figures 8, 9 and 10).

An interesting minor note is that, in our unconsolidated sand 
case, the relationship between these extreme values can be 
approximated empirically as Q

dry 
≈ Qwet 

1.4 when an exponential 
relationship is assumed. We used the minimum Q values at each 
depth to determine the best-fitting curve. Re-analysis of previous 
work (Winkler and Nur 1982) that collected Q from sandstone 
samples also reveals an analogous relationship between Q

dry 

(water saturation = 0) and Q
wet

 (water saturation = 0.9), where 

Figure 8 As an aid to the interpretation of the diagrams, we can subdivide 

the sand body into a “drier” region, above the dashed line. The largest Q 

gradient (dQ/dz, solid line) appears within the dry region (WL1). Under 

low saturation conditions (~dry), increases in Qint with depth likely result 

primarily from increases in stress. As the water table rises (WL2-WL8; 

thick, gray lines), the changes in linearly fitted dQ/dz (10 m−1 to 43 m−1) 

result from the complicated relationships between Q, stress, and water 

saturation. Q estimates obtained using a common receiver (gray triangles) 

are useful (Figure 2) because they show lower Q variability.

Figure 9 Representative Q-stress (σ) distribution over two constant 

ranges of water saturation (0.1–0.2 and 0.6–0.7) can be approximated 

linearly. In our experimental data, stresses are expected to range from 0 

to 5000 Pa.
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of magnitude change in the Q
0
 appears to also change individual 

Q
m
 equally as much. In a worst-case scenario, in a lesser but still 

significant way, variations in estimated slope and velocity (dis-
tance/time) also affect the final result if an unusually large refer-
ence Q

0
 is chosen. In comparison to other results that may use the 

modified spectral method, we recommend common low value 
(Q

0
 ~ 4) where the estimated Q

m
 is not as sensitive. For the given 

value of Q
0
 (4) in this paper, we expect that significant trends 

interpreted in the relationships between Q with water saturation 
and stress remain unaffected. Q would still increase with stress 
and reach a minimum at partial saturation.

Nevertheless, our estimations of Q based on an assumption of 
Q

0
 yield a range of Q

m
 values, which are consistent with other 

studies (Figure 14) in unconsolidated sand and agricultural soil for 
comparable stresses and saturations. For example, Oelze et al. 
(2002) and Barrière et al. (2012) also derive well-behaved spectral 
ratios (correlation coefficient: r > 0.95). They determine that in an 
adequate number of frequency samples (n > 3), and even after 
several iterations of Q

m measurement, Qm estimates appear to 
remain comparable (±10−1). Based on the least-squares, best-line 
fitting (e.g., Figure 4B), our results are also well behaved (±10−1). 
We note that we use more frequency samples (n > 4) and that, for 
our continuous wavelets, any further points fall on the line through 
the original points. The small correlation error is small and 
accounts for the random fluctuations, although these real and 
important biases can arise from apparent attenuation.

We note that we include the low-loss approximation 
(Futterman 1962) to explain the relationship between Q and the 

Qdry ≈ Qwet
1.8. We consider that the smaller value of the exponent 

taken from the analyses (1.4 cf. 1.8) for our sand case may likely 
be the result of smaller friction between the unconsolidated 
grains. Mindlin (1949) theory would support that the shallower 
(and drier) sand would be under less stress, and as a result, the 
attenuation caused by internal friction between grains would 
decrease as well (Pham et al. 2002).

DISCUSSION
Whereas the modified spectral ratio may help handle cases of 
large subsurface heterogeneity, the assumption of a different 
reference Q (Q

0
) also has the potential to introduce additional 

error. Because we expect that the Q heterogeneity is more detect-
able in lab-scale experiments of soils when also Q values are low 
in general, we partly evaluate the effect of this assumption by 
testing a nominal range of Q

0
 values (1–10 for the loose soil 

conditions of this particular experiment. A measure of the sensi-
tivity of Q values, with respect to the original Q

0 used, can be 
estimated through consideration of a typical seismogram 
(Figure 2) and its analysis (Figure 9). For this case, we consider 
a uniform random distribution of values within the range of pos-
sible values for velocity (150 m/s ± 15), best-fit spectral slope 
value (0.006 ± 0.0001 m) and Q

0 (1–10). In summary, an order 

Figure 10 Above the water table (WL1-5), the distribution of attenua-

tion–water saturation values estimated at 0.1 m (±0.01) depth (Figures 

6(A) and 8) are consistent with a best-fit poro-viscoelastic model (i.e., 

Biot theory) based upon attenuation measurements during imbibition in 

sand at a similar depth (0.17 m) (Barrière et al. 2012). We also show 

those cases for when the water table rises above 0.1 m (WL6-8)—here, 

attenuation increases progressively. We interpret that this behaviour may 

be the result of changes in the grain size at about this level between the 

two different layers (Lorenzo et al. 2013) of sand and perhaps an unu-

sual amount of residual air, not expected in a homogeneous model, 

decreasing the total effective stress.

Figure 11 Potential seismic constraint on water saturation in sand is 

consistent with previously shown relationships between Qint, stress, and 

water saturation (Figures 8–10). Based upon (A) a typical water satura-

tion profile for sand with a water table depth of 0.34 m (e.g., WL1), (B) 

the expected response (dashed line) is bound maximally by dQ/dz 

observed for mostly dry sand (Figure 8, WL1) and minimally by Qdry
0.71 

(solid lines)
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high-loss porous media. Moreover, interpretations in high-loss 
porous media can be inhibited where a strict definition relating 
Q to α is used (equation (8)), because Q values decrease to an 
asymptote of 2π as α increases and because changes in Q 
become smaller and harder to distinguish. Whereas trends in Q 
are still interpretable and increases or decreases in Q are still 
related to changes in attenuation, when the low-loss approxima-
tion is applied to high-loss conditions, the exact physical mean-
ing of Q is no longer valid.

Changes in Q
int with depth (Figure 8) can be interpreted from 

established relationships between Q and either water saturation 
or stress. We detect an increase in Q

int with predicted stress 
(Figure 9), and Pham et al. (2002) also note that elastic moduli 
can increase concomitantly with Q in response to an increase in 
differential pressure. Because stress and water saturation both 
increase with depth, it is not immediately clear whether we 
should expect a positive or negative dQ/dz. Based on the expect-
ed saturation values over our depth ranges (e.g., Figure 5), we 
interpret that the common, positive dQ/dz values (Figure  8) 
result from an increase of stress and greater internal friction 
between grains (Pham et al. 2002), which leads to less attenua-
tion (higher Q). In contrast, an increase in local fluid flow (Biot 
1956) at higher relative permeability would increase the attenua-
tion. Although dQ/dz may remain positive for every water level 
(10–43 m−1, Figure 8), partially saturated sand also displays the 
smallest values of dQ/dz and dQ/dσ—e.g., 10 m−1 (Figure  8), 
where saturation ranges from 0.3 to 0.7 (Figure 9), and 0.0013/
Pa, where saturation ranges from 0.6 to 0.7 (Figure  9). These 
trends support an interpretation that minimal Q

int
 values (highest 

attenuation parameter (α) (equation (7)) when deriving the spec-
tral ratio method, although it incurs at least a 10% error in 
highly attenuating media (Q < 30). In addition to keeping Q 
estimates comparable to previous studies, the low-loss approxi-
mation does not adversely affect the observed Q-trends with 
stress and water saturation, which are noticeable in both low- and 

Figure 12 Interval quality fac-

tors, which are derived via a mod-

ified spectral analysis method of 

seismic data are plotted against 

theoretically derived effective 

stress and saturation. As water 

levels rise in the sand body during 

the experiment, data points plot 

more to the right (101 black 

dots). Shaded contour intervals 

generally indicate shallower/drier 

(darker) and deeper/wetter (por-

tions) portions of the sand body. 

At low saturation levels (< ~0.3) 

and lower water levels in the 

experiment, seismic attenuation 

appears to be lower (Q
int

 increas-

es) with increased stress (depth 

and matric suction). However, at 

higher saturation levels, increase 

(> ~ 0.6–0.7) attenuation appears 

decoupled from stress changes.

Figure 13 Sensitivity of calculated Qm to a reference Q0. A slightly non-

linearly relationship exists over a possible range of Q0 from 1 to 10. In 

addition, for a given Q0, the variation in Qm is also sensitive to the local 

value of m (equation (5)) and to the time interval over which the fre-

quency amplitude is observed to decay. Spread of Qm uses values 

selected within reasonable ranges for local velocity and m (e.g., Figures 

2 and 4). Calculations employ a finite, uniform, but random, distribution 

of values within each specified range.
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that focus on variations of Q with stress and water saturation may 
achieve improved resolution (±5%) field values of saturation 
from in situ Q measurements. Q

int
 can be more sensitive to water 

saturation than seismic velocity (e.g., 45% cf. < 10% change at 
0.1-m depth, 0.1–0.8 water saturation) and, so, may be more 
desirable for seismic investigation of these in situ relationships.

Our interpretations are limited in part by the theoretical cal-
culations of saturation and related effective stress. Below the 
water table, we assume full saturation, which for field cases may 
be a good assumption. However, by comparison to in situ satura-
tion measurements of a similar, although homogeneous, sand 
body (Shen et al. 2016), in situ saturation never reaches more 
than 0.6 (Shen et al. 2016), which suggests remnant trapped air 
within the sand. Incomplete saturation explains the estimated 
velocity models that do not reach acoustic velocity values of 
sound in water of 1500 m/s at the bottom of the sand body 
(Figure 2). Under conditions of incomplete saturation, the rela-
tionships inferred between Q

int, stress, and saturation (Figure 12) 
should be normalised to a narrower range of conditions, e.g., 
stress (0–2500 Pa and 0–0.6 S

w).
Unusually low Q

int values (< Qdry
0.71) appear for depths > 

0.16  m in our dataset (WL1-5, Figure  8), and that may be 
explained by an additional attenuation mechanism. This unex-
pected decrease in Q occurs at a layer boundary between two 
sand layers with different mean grain sizes (~0.38 mm cf. ~ 
0.31 mm) (Lorenzo et al. 2013). If grains of different size mix 
across the boundary, the expected decrease in effective porosity 
and permeability (Chilingar 1964) could cause heterogeneous 
saturation as capillary pressures at the boundary would be larger 
than in either of the two layers (Brooks and Corey 1964; 
Fredlund and Xing 1994). Heterogeneous saturation is predicted 
to result in lower Q

int values as the result of macroscopic (not 
local) fluid flow (Dutta and Odé 1979; Pride and Berryman 
2003), where the patches of saturation are larger than the acous-
tic wavelength and water immiscibly invades the pore spaces 
previously occupied by air.

The increase of Q
int with stress (Figure  9) and its expected 

minimum at partial saturation (Figure 10) is seen in Q
int-depth 

profiles (Figure 8) and also predicted by poro-viscoelastic mod-
els (e.g., Biot theory; Biot 1956); however, the small Q

 int
 values 

(< 10) that we measure have yet to be explained (Barrière et al. 
2012). In Biot theory, waves that pass through media with large 

attenuation values) occur at partial saturation (0.6–0.7 in uncon-
solidated sand) for any given depth or stress and most likely 
result from local fluid flow reaching a maximum (Biot 1956; 
Barrière et al. 2012).

For four of the water-level cases (WL6-8) in this public data-
set, we document a small dQ/dz (Figure 8) below the water table, 
likely resulting from a decrease in the effective stress gradient 
(Figure 6). Where the sediment column displaces water, its effec-
tive weight is decreased (Turner 1979), generating less stress at 
each depth. Because Q

int
 varies with stress, a reduced stress gra-

dient causes Q
int

 to increase less with depth. Because Q
int

 varies 
with stress, a reduced stress gradient causes Q

int
 to increase less 

with depth. Below the water table, a Q
int

 decrease with stress is 
evident (Figure 8) where it is evaluated at any particular depth 
after the water table rises and effective stress decreases in the 
saturated sand. For example, at a water table depth of 0.07 m 
(WL6), we calculate a stress of ~1900 Pa (e.g., Figure  6) and 
derive a Q

int of ~4 in our sand (0.1 m, Figure 8). However, after 
the water table rises to 0.01 m, we calculate that stress decreases 
to ~1300 Pa, whereas Q

int is seen to decrease to ~3 (Figure 10, 
WL6-8). Whether stress (Hamilton 1976) or water saturation 
(Murphy III 1982) is more influential on Q is often debated; 
however, the dependence of Q on both water saturation and stress 
emphasises the importance of each parameter.

Our current results highlight relationships between Q
int val-

ues, water saturation, and stress that may be used to place con-
straints on water saturation with depth, at least for homogeneous, 
porous media (Figures  11 and 12). In dry sand, because we 
consider that there is no additional attenuation from local fluid 
flow, dQ/dz appears to be largest (43 m−1, Figure 8), and Qint is 
most probably dictated by the relationship between Q and total 
effective stress (dQ/dσ = 0.0025/Pa, Figure 2). From our results 
(Figure 8), Q

int is largest in dry sand and is expected to vary lin-
early down to a depth (z) of 0.16 m according to the following 
linear relationship: Q

int = 43z + 2.5 (Figure  8, WL1). Under 
conditions of partial saturation (0.6–0.7, Figure 8), Q

int values are 
expected to be the smallest and can be approximated by the rela-
tionship Q

wet ≈ Qdry
0.71. Similarly, a previously shown relationship 

relates maximum and minimum Q
int

 values (i.e., Q
dry 

≈ Q
wet

1.4) for 
our unconsolidated sand.

Based on how both dQ/dz and dQ/dσ vary with changes in 
saturation (Figures 8 and 9), it is possible that future field studies 

Figure 14 Examples of Q in other 

experiments in loose, porous, 

granular materials A for the case 

of six agricultural soils (abbrevia-

tions—Table 6; Oelze et al. 2002) 

and for B uncompacted sand 

(Barrière et al. 2012)
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CONCLUSIONS
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(±0.1). Low Q values (< 10) may be explained by small matrix 
elasticities (e.g., < 20 MPa) characteristic of shallow, unconsoli-
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Q
int

 not only shows linear dependence upon stress where dry 
(e.g., 0.1–0.2 water saturation: 0.0025/Pa, r > 0.77) but also at 
any constant saturation (e.g., 0.6–0.7 water saturation:  
0.0013/Pa, r > 0.7). Furthermore, minimal dQ/dz at partial satu-
ration (e.g., dry = 43 m−1, partially saturated = 10–13 m−1) is 
interpreted to result from local fluid flow reaching a maximum. 
Q

int
 is largest in dry sand and smallest where partially saturated 

(e.g., Qdry ≈ Qwet
1.4). Q deviations outside the range of minimum 

and maximum Q values predicted by local fluid flow (Q
dry 

≥ Q
int 

≥ Q
wet

) could be explained by a large change in effective stress, 
differing attenuation mechanism, or contrasting lithology.
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