Modelling the fate of oxidisable organic contaminants in groundwater
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Abstract

Subsurface contamination by organic chemicals is a pervasive environmental problem, susceptible to remediation by natural or enhanced attenuation approaches or more highly engineered methods such as pump-and-treat, amongst others. Such remediation approaches, along with risk assessment or the pressing need to address complex scientific questions, have driven the development of integrated modelling tools that incorporate physical, biological and geochemical processes.

We provide a comprehensive modelling framework, including geochemical reactions and interphase mass transfer processes such as sorption/desorption, non-aqueous phase liquid dissolution and mineral precipitation/dissolution, all of which can be in equilibrium or kinetically controlled. This framework is used to simulate microbially mediated transformation/degradation processes and the attendant microbial population growth and decay. Solution algorithms, particularly the split-operator (SO) approach, are described, along with a brief résumé of numerical solution methods. Some of the available numerical models are described, mainly those constructed using available flow, transport and geochemical reaction packages. The general modelling framework is illustrated by pertinent examples, showing the degradation of dissolved organics by microbial activity limited by the availability of nutrients or electron acceptors (i.e., changing redox states), as well as concomitant secondary reactions. Two field-scale modelling examples are discussed, the Vejen landfill (Denmark) and an example where metal contamination is remediated by redox changes wrought by injection of a dissolved organic compound. A summary is provided of current and likely future challenges to modelling of oxidisable organics in the subsurface.

© 2002 Elsevier Science Ltd. All rights reserved.

Keywords: BTEX; NAPL; Landfill; Kinetics; Equilibrium; Natural attenuation; Enhanced attenuation; Groundwater remediation; Redox; TEAP; Monod; Michaelis–Menten; Microbial degradation; PHREEQC-2; PHT3D; MT3DMS

1. Introduction

Organic liquids, such as solvents or petroleum products, are widespread, potentially carcinogenic contaminants of soil and groundwater [1,2]. Over the past 20 years, numerous investigations into the fate of organic contaminants in the subsurface have been carried out, accompanied by remediation efforts aimed at, e.g., protecting valuable water supplies. While the pump-and-treat method has been widely used [3], it is not always successful. Being intrusive it incurs costs that may be high in comparison to other approaches, such as subsurface barriers [4] or biostimulation [5–7]. Methods that rely on biological approaches, where organic contaminants degrade to more benign forms, have become more widely employed. Natural, or intrinsic, attenuation refers to cases where in situ microbial species...
Nomenclature

Roman

- \( b \) sorption energy coefficient \([L^3 M^{-1}]\)
- \( C \) concentration \([ML^{-3}]\)
- \( C_{\text{switch}} \) concentration switch value \([ML^{-3}]\)
- \( d \) dispersivity \([L]\)
- \( \mathbf{D}, \mathbf{D}_{ij} \) hydrodynamic dispersion coefficient tensor \([L^2 T^{-1}]\)
- \( D_{\text{eff}} \) effective molecular diffusion coefficient \([L^2 T^{-1}]\)
- \( f \) real-valued function
- \( g \) magnitude of gravitational acceleration \([LT^2]\)
- \( \mathcal{H} \) Heaviside step function
- \( I_{\text{inh}} \) inhibition factor \([ML^{-3}]\)
- \( \mathcal{I} \) interphase mass exchange \([ML^{-3} T^{-1}]\)
- \( j \) non-advective transport vector \([ML^{-3} T^{-1}]\)
- \( k \) first-order degradation rate \([T^{-1}]\)
- \( k_2 \) second-order degradation rate \([L^{-3} M^{-1} T^{-1}]\)
- \( k_d \) first-order biomass decay coefficient \([T^{-1}]\)
- \( k_a \) mass transfer rate coefficient (NAPL phase to aqueous phase) \([T^{-1}]\)
- \( k \) unit vector oriented opposite to gravitational acceleration
- \( k \) permeability tensor \([L^2]\)
- \( K \) hydraulic conductivity tensor \([LT^{-1}]\)
- \( K_{\text{bio}} \) half-saturation constant for inhibition of biomass growth \([ML^{-3}]\)
- \( K_f \) Freundlich sorption capacity coefficient \([L^{3-n} M^{-n}]\)
- \( K_{\text{inh}} \) half-saturation constant for inhibition of the degradation rate of an organic chemical \([ML^{-3}]\)
- \( K_m \) half-saturation constant \([ML^{-3}]\)
- \( K_p \) partition coefficient \([L^3 M^{-1}]\)
- \( K_s \) Monod half-saturation constant \([ML^{-3} T^{-1}]\)
- \( l_j \) parameter in Freundlich–Langmuir interpolation \(j = 1, 2\)
- \( L_t \) reaction operator \([ML^{-3} T^{-1}]\)
- \( L_t \) transport operator \([ML^{-3} T^{-1}]\)
- \( m \) counter
- \( n_{\text{dec}} \) number of species produced during biomass decay
- \( n_f \) Freundlich sorption energy coefficient
- \( n_i \) number of inhibiting species
- \( n_{\text{prod}} \) number of species used in the microbial degradation
- \( n_s \) number of degradable solutes
- \( n_{\text{sn}} \) number of NAPL-phase species
- \( n_{ss} \) number of sorbed-phase species
- \( p \) pressure \([ML^{-1} T^{-2}]\)
- \( p_e \) measure of electron activity in an aqueous solution
- \( pH \) measure of hydrogen ion activity in an aqueous solution
- \( q \) volumetric flux \([LT^{-1}]\)
- \( Q \) sorption monolayer capacity coefficient
- \( r \) stoichiometric coefficient
- \( \mathcal{R} \) biological or chemical reaction source/sink term \([ML^{-3} T^{-1}]\)
- \( \mathcal{S} \) mass source term \([ML^{-3} T^{-1}]\)
- \( S_s \) specific storativity \([L^{-1}]\)
- \( t \) time \([T]\)
- \( v \) mean pore fluid flow velocity vector \([LT^{-1}]\)
- \( V_m \) Michaelis–Menten maximum reaction rate \([ML^{-3} T^{-1}]\)
- \( \mathbf{x} \) Cartesian coordinate \([L]\)
- \( Y_i \) degrader mass yielded per mass of solute species \(i\) degraded
- \( z \) distance in the vertical direction \([L]\)

Greek

- \( \alpha \) index indicating an arbitrary fluid phase
- \( \beta \) Toth heterogeneity parameter
- \( \delta \) Kronecker delta function
- \( \Delta t \) numerical time step \([T]\)
- \( \epsilon_a \) allowable error magnitude
- \( \epsilon_s \) splitting error magnitude
- \( \theta \) volume fraction
- \( i \) index indicating an arbitrary species
- \( \mu \) dynamic viscosity \([ML^{-1} T^{-1}]\)
- \( \mu_m \) maximum microbial population growth rate \([T^{-1}]\)
- \( \rho \) density \([ML^{-3}]\)
- \( \phi \) piezometric head \([L]\)
- \( \omega \) mass fraction

Subscripts

- \( e \) equilibrium
- \( i \) direction 1, 2, 3 or \(x, y, z\)
- \( j \) as for \(i\)
- \( l \) longitudinal
- \( t \) transverse

Superscripts

- \( a \) aqueous phase
- \( m \) microbial population
- \( n \) non-aqueous phase
- \( s \) solid phase

Abbreviations

- ASO alternating split operator
- ATP adenosine triphosphate
- BTEX benzene, toluene, ethylbenzene, xylenes
- DOC dissolved organic carbon
- ELLAM Eulerian–Lagrangian localised adjoint method
practice [15–25]. The last few decades has seen a rise of contaminant transport models is a well-established environments using mechanistic groundwater flow and applied to a field-scale problem.

Bioclogging [11]. Ultimately, the hydrodynamic properties of the porous medium are altered, adding an extra degree of complexity to the integrated modelling approach. However, as of now, only very few attempts have incorporated bioclogging phenomena into integrated, mechanistic models [12–14], and none has been applied to a field-scale problem.

Simulating natural and engineered subsurface environments using mechanistic groundwater flow and contaminant transport models is a well-established practice [15–25]. The last few decades has seen a rise of naturally degrade the organic contaminants to innocuous compounds. Thus, monitored natural attenuation is often the remediation scheme of choice since it would normally be the cheapest approach. Enhanced natural attenuation, where natural processes are enabled or stimulated, may also prove relatively inexpensive in suitable circumstances. As such, it has become an acceptable option to regulatory bodies [8–10].

Direct data acquisition in the subsurface is typically very expensive, so field data sets are usually sparse. Furthermore, important model parameters vary markedly in space [30–32], so field-scale models cannot be validated on strictly deterministic grounds—even if the process description is an excellent representation of reality [33]. On the other hand, subsurface biogeochemical systems are often so complex that they preclude heuristic description, and models must be used to improve understanding of them. Consequently, modelling helps predict the future state of such systems and aids in the design of remedial strategies which account for the operative transport and reaction processes.

The overall goal of this work is to provide a comprehensive, realistic framework for modelling complex subsurface systems that comprise multiple, interacting, physical, chemical and biological processes, with the main focus being on oxidisable organic contaminants. Our objectives are (a) to provide a general transport modelling framework; (b) to detail approaches for modelling physical, chemical and biological processes that are operative in the subsurface; (c) to discuss strategies used to solve the given model formulation; (d) to outline numerical methods that may be used to approximate the formulated models; (e) to summarise a few examples of complex biogeochemical models of subsurface systems; (f) to provide examples of biogeochemical modelling; and (g) to summarise some important open issues in the modelling of complex subsurface systems.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS</td>
<td>extracellular polymer substances</td>
</tr>
<tr>
<td>FD</td>
<td>finite difference</td>
</tr>
<tr>
<td>FE</td>
<td>finite element</td>
</tr>
<tr>
<td>GIM</td>
<td>global implicit method</td>
</tr>
<tr>
<td>ISO</td>
<td>iterative split operator</td>
</tr>
<tr>
<td>LEA</td>
<td>local equilibrium assumption</td>
</tr>
<tr>
<td>LNAPL</td>
<td>less dense than water non-aqueous phase liquid</td>
</tr>
<tr>
<td>MOC</td>
<td>method of characteristics</td>
</tr>
<tr>
<td>NAPL</td>
<td>non-aqueous phase liquid</td>
</tr>
<tr>
<td>ODE</td>
<td>ordinary differential equation</td>
</tr>
<tr>
<td>SO</td>
<td>split operator</td>
</tr>
<tr>
<td>SRB</td>
<td>sulfate-reducing bacteria</td>
</tr>
<tr>
<td>SSO</td>
<td>sequential split operator</td>
</tr>
<tr>
<td>TCE</td>
<td>trichloroethylene</td>
</tr>
<tr>
<td>TEAP</td>
<td>terminal electron acceptor process</td>
</tr>
<tr>
<td>TIC</td>
<td>total inorganic carbon</td>
</tr>
<tr>
<td>TVD</td>
<td>total variation diminishing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAPL</td>
<td>non-aqueous phase liquid</td>
</tr>
<tr>
<td>ODE</td>
<td>ordinary differential equation</td>
</tr>
<tr>
<td>SO</td>
<td>split operator</td>
</tr>
<tr>
<td>SRB</td>
<td>sulfate-reducing bacteria</td>
</tr>
<tr>
<td>SSO</td>
<td>sequential split operator</td>
</tr>
<tr>
<td>TCE</td>
<td>trichloroethylene</td>
</tr>
<tr>
<td>TEAP</td>
<td>terminal electron acceptor process</td>
</tr>
<tr>
<td>TIC</td>
<td>total inorganic carbon</td>
</tr>
<tr>
<td>TVD</td>
<td>total variation diminishing</td>
</tr>
</tbody>
</table>
2. Theory

Transport and fate of organics in the subsurface environment are affected by a wide range of physical, chemical and biological processes. We provide a conservation equation framework for describing these complex systems and outline sets of closure relations, including process submodels, needed to produce well-posed models of these complex systems. The process submodels are grouped into transport, interphase mass transfer, biological, and chemical processes. There are numerous process submodels available in the literature, so only a selection is provided. Nonetheless, many specific cases can be considered by using various subsets of the model formulations provided.

2.1. Conservation equations

Fundamental conservation equations for porous medium systems include conservation of mass, momentum and energy [34]. We focus on the saturated zone under isothermal conditions, and take Darcy’s law as a suitable statement of momentum conservation, in which case only conservation of mass equations are required. The conservation of mass for a species \( i \) in a phase \( z \) is

\[
\frac{\partial}{\partial t} \left( \theta^z \rho^z \omega^z \right) = - \nabla \cdot (\theta^z \rho^z \omega^z \mathbf{v}^z) - \nabla \cdot \mathbf{j}^z + \mathcal{R}^z,
\]

where \( t \) is time, \( \theta \) is a volume fraction, \( \rho \) is density, \( \omega \) is a mass fraction, \( \mathbf{v} \) is a mean pore fluid flow velocity vector, \( \mathbf{j} \) represents non-advective transport, \( \mathcal{R} \) represents interphase mass exchange, \( \mathcal{S} \) represents biological or chemical reactions and \( \mathcal{R} \) represents a mass source (e.g., direct injection of species \( i \)). The superscripts are species and phase indices.

The following identities apply to Eq. (1)

\[
\sum_z \theta^z = 1, \quad \sum_z \mathcal{R}^z = 0, \quad \sum_i \omega^z = 1, \quad \sum_i \mathcal{S}^z = 0.
\]

(2)

Note that the final identity in Eq. (2) states that reactions all occur within a phase and that interphase mass transfer occurs as a separate process. Some models directly react a species within an organic phase with an aqueous phase species (i.e., direct degradation of the organic liquid), an approach that might be used for some microbiologically driven degradation reactions. Such an approach would need to be split into an interphase transfer and a reaction in the formalism presented here.

For convenience, we introduce the definitions

\[
\sum_i \mathcal{S}^z = \mathcal{S}^z, \quad \sum_i \mathcal{R}^z = \mathcal{R}^z.
\]

(3)

Summing Eq. (1) over all species \( i \) and combining with Eqs. (2) and (3) yields the \( z \)-phase mass-balance equation

\[
\frac{\partial}{\partial t} \left( \theta^z \rho^z \omega^z \right) = - \nabla \cdot (\theta^z \rho^z \omega^z \mathbf{v}^z) + \mathcal{R}^z + \mathcal{S}^z.
\]

(4)

As mentioned, Darcy’s law [35] is used to approximate momentum conservation

\[
\theta^z \mathbf{v}^z = \mathbf{q}^z = -\frac{k^z}{\mu^z} \left( \nabla p^z + \rho^z g \nabla z \right),
\]

(5)

where \( \mathbf{q} \) is the Darcy flux vector, or volumetric flux; \( k \) is the effective permeability tensor; \( \mu \) is the dynamic viscosity; \( p \) is the fluid pressure; \( g \) is the magnitude of gravitational acceleration, which is assumed to be oriented in the \(-k\) direction; and \( z \) is a spatial coordinate aligned with \( k \).

2.2. Flow and transport processes

The complex geochemical systems of concern in this work cannot be described adequately without knowing the fluid velocity field. Non-aqueous phase liquids (NAPLs) are often the contaminants that prompt the development and application of such models. NAPLs typically originate at or near the ground surface (e.g., accidental spillage), and transport through the unsaturated zone affects their biogeochemical interactions. These conditions require multiple fluid systems to be considered. The modelling of the full dynamics of three-fluid phases, multi-species biogeochemical systems at a field scale that is adequately resolved in space and time is a significant computational challenge with many open questions [34,36–40].

Three potential avenues could simplify the general multi-phase flow problem discussed above. First, the dynamics of NAPL release and fate are usually characterised by widely varying time scales. Thus, the relatively short-term flow and redistribution resulting from a short-duration NAPL release can be modelled separately using a multi-phase flow simulator run until the NAPL becomes essentially immobile, or measured. The immobile NAPL distribution can then be used as input into a model that uses it as a contaminant source and may include dynamic equations to represent changing fluid saturations with time. Second, the saturated zone concentration conditions immediately down-gradient of the NAPL source can be represented as boundary conditions in the model, which may be time dependent. Third, unsaturated zone transport processes, such as the diffusion of oxygen, can be approximated as a boundary condition in a saturated zone model. Obviously, these simplifications are not applicable in all circumstances. For instance, a pooled LNAPL floating above a seasonally varying water table undergoes a continual process of smearing and pooling, dynamic processes that clearly will affect dissolution of its constituent components [41–44]. Even so, they can be applied in a large number of practical cases.
In order to focus on the geochemical complexities, we will restrict our considerations to cases in which we can apply some of the above simplifications. In these cases, we need resolve only the saturated zone flow and groundwater velocity. The classic groundwater flow equation, derived by combining Eqs. (4) and (5) along with a linear compressibility closure relation, is [45,46]

\[ S_n \frac{\partial \phi}{\partial t} = \nabla \cdot (K \cdot \nabla \phi) + \frac{(J^a + J^{ca})}{\rho^a}, \]  

where \( S_n \) is the specific storage coefficient representing the elastic storage of the system, the superscript \( a \) denotes the aqueous phase, \( \phi \) is the hydraulic head and \( K \) is the effective hydraulic conductivity tensor, which will depend upon the fraction of static NAPL present if this is simulated as an internal source term. For dissolution of NAPL from the vadose zone, the NAPL source would be simulated via the boundary condition at the water table.

The volumetric fraction of an immobile NAPL, and hence that of the water phase, can be developed in time by noting that Eq. (4) reduces to

\[ \frac{\partial}{\partial t} (\theta^a \rho^a) = J^a, \]

where \( n \) is an index representing the NAPL phase [47]. Eq. (7) shows that NAPL saturation changes only as a result of interphase mass exchange under the simplified conditions outlined above. Closure of Eq. (7) requires explicit specification of the right-hand side; approaches for doing so are discussed below.

An important characteristic of this class of problems is that they involve multiple species. For example, different microbial consortia likely dominate degradation under different redox conditions. Even though multiple species are typically involved, the aqueous phase solution usually remains dilute due to the low solubility of organic components and relatively low concentrations of solutes in groundwater. Thus, non-dilute effects on such things as density and viscosity typically can be ignored. Under such conditions, Eq. (1) becomes

\[ \frac{\partial}{\partial t} (\theta^a C^{ca}) = -\nabla \cdot (\theta^a C^{ca} \mathbf{v}) + \nabla \cdot (\theta^a \mathbf{D}^{ca} \cdot \nabla C^{ca}) + J^{ca} + J^{a} + \mathcal{R}^{a}, \]

where \( C^{ca} = \rho^a \omega^a \), i.e., (mass of chemical species \( i \) in the aqueous phase)/(volume of the aqueous phase).

Eq. (8) can be further developed by specifying the standard form of the hydrodynamic dispersion for a water-saturated porous media [48,49] in place of \( \mathbf{D}^{ca} \), giving

\[ \frac{\partial}{\partial t} (\theta^a C^{ca}) = -\nabla \cdot (\theta^a C^{ca} \mathbf{v}) + \nabla \cdot (\theta^a \mathbf{D}^{ca} \cdot \nabla C^{ca}) + J^{ca} + \mathcal{R}^{a} + J^{a}, \]

where \( D_{ij}^{ca} = \delta_{ij} d_i |v| + (d_i - d_j) \frac{v_i v_j}{|v|^2} + \delta_{ij} D_{\text{eff}}^{ca} \)

and \( \theta^a \) is now the possibly spatially and temporally varying volumetric fraction of the aqueous phase. In Eq. (10), which employs the summation convention, \( d_i \) is the longitudinal dispersivity, \( d_j \) is the transverse dispersivity, and \( D_{\text{eff}}^{ca} \) is an effective molecular diffusivity for species \( i \) that accounts for the effects of tortuosity. As we mention later in Section 5, careful selection of dispersivity values is required since biodegradation rates of dissolved organic contaminants are strongly dependent on redox conditions, which may vary markedly over short length scales.

### 2.3. Interphase mass transfer

In Eq. (1), we identify general terms for interphase mass transfer, \( \mathcal{R}^{a} \), and biological/chemical reactions, \( \mathcal{R}^{b} \). The latter represents the conversion of one species into another while the former involves the movement of a species from one phase to another. One could model interphase mass transfer as reactions directly. However, we keep both categories, as interphase mass transfer is often modelled as a physical process rather than as a reaction. Or, if it is modelled as a reaction, it is done semi-empirically, e.g., a species is sorbed to a soil without specifying the surface reaction that binds the species to the soil. In this section, we discuss the first class of interphase mass transfer, i.e., no detailed biological or chemical reactions are considered. Next, in Section 2.4, a more detailed, reaction-based modelling approach is presented. The main difference between the approaches is that interphase transfer is usually modelled with a focus on physical processes and limitations, whereas for reactions biogeochemical processes and microbial activity are the primary concern.

Three types of interphase mass transfer can exist in the systems under consideration: NAPL-aqueous phase mass transfer (i.e., NAPL dissolution), sorption/desorption and precipitation/dissolution of inorganic minerals. These mass transfer relationships have in common the need to specify two components: an equilibrium model and a rate model [34,50].

#### 2.3.1. NAPL-aqueous phase

The equilibrium model yields the aqueous phase concentration in equilibrium with a NAPL and can be written in a general form as

\[ C^{ca}_e = f(C^a, j = 1, \ldots, n_m), \]

where \( C_e \) represents an equilibrium concentration and \( n_m \) is the number of species in the NAPL phase. For single component NAPLs, the aqueous solubilities are readily available from tabulated sources and may be estimated. For multi-component NAPL systems, Raoult's law [51,52] is typically used, although it is limited.
The standard, rate-limited NAPL dissolution model can be given as

$$j_i = \theta k_i (C_i - C_i^a),$$

where $k_i$ is a mass-transfer rate coefficient, which is the product of a mass transfer coefficient and the specific interfacial area between the two phases. Correlations for $k_i$, cast in terms of a non-dimensional Sherwood number, as a function of system properties such as the Reynolds and Schmidt numbers, are available for certain well-characterised systems [34,53–57]. Since these correlations include only a relatively small fraction of the potential system dependencies, they should be viewed as rough approximations [34,57].

Note that Eqs. (11) and (12) are standard forms, applicable to dilute aqueous phases. For non-dilute aqueous phases, such as those with a chemical or biological surfactant, alternative models accounting for micelle formation and interchange across the NAPL-aqueous phase interface are more appropriate [58]. Surfactant systems are slower to achieve equilibrium than non-surfactant systems [59].

NAPL dissolution is an extremely complex process because (a) many NAPLs are complex mixtures, which complicates the equilibrium model needed; (b) the common rate model used, while simple in basic form, has a coefficient that depends upon many additional parameters and space and time; (c) mass transfer occurs across the interfacial area between the two phases of concern, which is not an accessible quantity in standard multi-phase models; and (d) NAPL-aqueous phase mass transfer is an inherently unstable process, giving rise to the formation of complex dissolution fingering patterns in most natural systems [47,54,58,60,61].

Lest one get caught in the substantial details of NAPL dissolution modelling, we can extract certain primary issues and thus simplify matters, at least conceptually. NAPL dissolution is primarily affected by the morphology of NAPL distribution, which evolves in space and time across a wide range of scales. An aqueous phase in contact with a NAPL phase approaches equilibrium relatively rapidly at typical groundwater velocities, say on the order of a centimetre of travel distance [57]—an insignificant distance for field-scale problems. Still, equilibrium concentrations are seldom observed in the field because of the complexity of NAPL distributions and the manner in which water samples are typically collected, which average over relatively large regions.

It would seem that modelling mass transfer at the field scale could be accomplished adequately by approximating the original morphology of the NAPL distribution and tracking it with time, assuming local equilibrium at local phase contacts. While a reasonable conclusion, NAPL-aqueous phase mass transfer under this conceptual model is a classical problem of scale, since the NAPL morphology must be resolved and developed over time at sub-grid-scale levels. Without such detailed descriptions, one uses correlations of dissolution, as determined from careful laboratory experiments. However, caution is urged in the use of such laboratory correlations. They are often collected under homogeneous conditions whereas they are applied to heterogeneous field-scale problems known to have strikingly different NAPL morphologies [34].

2.3.2. Sorption/desorption

Equilibrium models for sorption/desorption (hereafter simply sorption) are of the general form

$$\omega_i = f(C_i^e, j = 1, \ldots, n_s),$$

where the superscript s specifies the solid phase and $n_s$ is the number of sorbing species. For dilute systems, multi-component effects are typically ignored and one of four standard equilibrium models is often used: linear, Freundlich, Langmuir or Toth. A summary of other sorption isotherms is available elsewhere [18].

The linear model is the simplest and of the form (e.g., [62])

$$\omega_i = K_i^c C_i^a,$$

where $K_i^c$ is the partition coefficient, which depends upon solid and solute properties [63].

The Freundlich model is [64]

$$\omega_i = K_i^f (C_i^a)^{n_i^f},$$

where $K_i^f$ is the Freundlich sorption capacity coefficient and $n_i^f$ is the Freundlich sorption energy coefficient (e.g., [65,66]). Although the literature reports values of $n_i^f$ between 0.7 and 1.8, typically it is less than and close to unity [67].

The Langmuir model is

$$\omega_i = Q b C_i^a (1 + b C_i^a)^{-1},$$

where $Q$ is the sorption monolayer capacity coefficient and $b$ is a sorption energy coefficient [64].

The Toth model is

$$\omega_i = Q b C_i^a [1 + (b C_i^a)^{b}]^{-1/b},$$

where $b$ is a Toth heterogeneity parameter [68,69]. Note that when $b = 1$ the Toth model reduces to the Langmuir model.

Yet another model which generalises some of these is the Langmuir–Freundlich interpolation [18]

$$\omega_i = Q \left\{ 1 - \left[ 1 + (b C_i^a)^{n_i} \right]^{-l_2} \right\},$$

where $l_1$ and $l_2$ are additional fitting parameters. For $l_1 = 1$ and $l_2 = -1$, Eq. (18) reduces to Eq. (16) whereas taking $l_1 = n_i$, $l_2 = 1$ and then letting $K_i^f = -Q(b)^{n_i}$ gives Eq. (15).
The linear sorption equilibrium model is the simplest and, perhaps, the most commonly used, particularly in analytical modelling. However, it has been found inadequate to describe many subsurface systems [70–73]. The Freundlich model is frequently used and adequately describes most systems. Its power-law form leads to self-sharpening fronts for the typical case of $n_f < 1$ (for a monotonically decreasing concentration oriented in the direction of flow) and to increased complexity in the solution methods needed compared to the linear case [74]. The Langmuir model is applicable to cases in which sorption is limited to a finite capacity represented by, for example, a monolayer of solute coverage on the solid phase. The Toth model is a flexible non-linear model that can represent some non-linear distributions that are not adequately represented by either of the simpler Freundlich or Langmuir models [34]. Some multi-solute sorption models exist as well [75], although they have received limited use for dilute subsurface systems [76,77].

Besides the models presented above, there has been considerable work on sorption of organic compounds by sediments and soil organic matter [78,79]. We do not review these modelling efforts in any detail, except to note that several efforts have correlated organic sorption to relevant octanol–water partition coefficients and proportion of organic carbon in the soil, and have been based on the linear isotherm (Eq. (14)) [63,80–87].

A variety of rate models exist to describe the rate at which sorption occurs. Two of the most common models are the local-equilibrium model [70,88],

$$
\dot{q}^{\alpha}_s = -\theta^\alpha \rho^s \left( \frac{\partial q_s^\alpha}{\partial c^e} \right) \frac{\partial C^{\alpha}_u}{\partial t},
$$

and the first-order model [73,89]

$$
\dot{q}^{\alpha}_s = -\theta^\alpha \rho^s k^{\alpha}_s (c^e - c^{\alpha}_0),
$$

where $k^{\alpha}_s$ is a first-order mass transfer coefficient. A third typical model is the two-site model, which assumes two types of sites on the solid phase—one represented by the local-equilibrium model and the second represented by the first-order model [90–92].

While these three models are the commonly utilised and can be easily accommodated into the type of field-scale simulators of interest in this work, they cannot simulate adequately many systems. Higher resolution models include two-scale surface and pore diffusion models, whereby the sorption process is represented by a diffusional process into a solid particle of specified, usually spherical, geometry [93–96]. Extensions to both first-order and diffusion models have been advanced by representation of the sorption process as the sum of a series of parallel processes, including cases in which model parameters are chosen from correlated or uncorrelated probability density functions [69,97]. These so-called parallel process models are computationally demanding and, to our knowledge, have seen little use at the field scale.

Finally, we mention that in some circumstances sorption/desorption can be modelled as an “ion-exchange process”. In this case the geochemical modelling approach based on the law of mass action, as discussed in Section 2.4.1, can be used, with solid phase surface complexes treated as reaction products [98,99]. This modelling approach would not need to involve charged species. Rather, in a geochemical model one would define “reactions” wherein the exchange was quantified.

2.3.3. Precipitation/dissolution

Precipitation/dissolution, hereafter simply precipitation, is a common geochemical process that involves mass exchange between the aqueous phase and an inorganic solid mineral phase. For a simple single species model, it can be modelled in a simple manner by removing (adding) mass of a given species when concentrations exceed (reduce below) a given concentration (e.g., solubility of the species).

Precipitation reactions can involve [100] (a) simple salts, which tend not to undergo protolysis reactions or to form complexes; (b) oxides and hydroxides, which are common components of natural waters; and (c) carbonates, which are also a common and an important class of compound for natural waters. The chemistry of the latter two classes of solids is more complicated than that of the former because of the larger number of reactions in which these compounds can take part, such as complexation and interactions with a gas phase, and because of heterogeneous solid-phase characteristics. Because precipitation and associated geochemical reactions that influence precipitation in natural aquatic systems are common, comprehensive geochemical models include the full range of important processes, which vary from system to system. As a result, standard practice is to model precipitation within a comprehensive geochemical structure, as discussed below in Section 2.4.1.

Precipitation also influences directly physical flow through porosity changes. In the modelling examples presented in Sections 8 and 9, this possibility is ignored. However, in some circumstances, it will be a vital factor, e.g., self-sealing systems [101]. A practical application of this is clogging of in situ zero-valent iron walls used for remediation of halogenated organic compounds [102]. Since the evolution of the solid phase is formally represented in Eq. (1), this equation can be specialised to account for mineral precipitation. Indeed, with appropriate changes in notation, the volume fraction occupied by any given mineral satisfies an expression identical to Eq. (7). The precipitation rate may depend on aqueous phase chemistry, surface reactions and microbial activity. Changes in the solid phase volume fraction (and hence that occupied by the fluid phase) can be...
determined by variations in the sum of the total volume fraction occupied by all minerals. We remark, in passing, that a similar approach could be taken to model biofilm growth.

2.4. Biogeochemical reaction modelling

Interphase mass transfer can be either in equilibrium or modelled as time-dependent processes [103]. Similarly, a kinetic biochemical reaction requires some amount of time to reach completion. In a numerical model, the advective transport time scale for a solute to traverse a given computational cell can be compared with the mass transfer and kinetic reaction time scales. The dimensionless numbers that result are the ratio Sherwood number:Pecllet number and the Damköhler I number [104–108]. For flow systems with negligible advection, such that diffusion is the dominant transport mechanism, the corresponding dimensionless numbers are the Sherwood and Damköhler II numbers, respectively. Interphase exchange and reaction processes that do not occur are characterised by an infinitely large characteristic time and dimensionless numbers of zero [109]. Large values of these numbers result when the characteristic time scale is small compared to the advective (or diffusive) transport time scale, in which case the mass transfer process is in equilibrium or the biochemical reaction has run to completion. In numerical models, dimensionless numbers can be used to evaluate the appropriate form of a process model that is needed and give guidance regarding effective numerical methods needed to resolve the reactions.

Organic chemicals can react with other chemical species directly, often as a result of microbial activity. Reactions affecting a given organic chemical are sometimes referred to as primary reactions. Note that this specification of “primary” reactants differs from that used in solving equilibrium geochemical equations [110]. Furthermore, as a result of degradation, aqueous phase chemical composition will change. Consequently, further reactions, also called secondary reactions, will take place. In either circumstance, computation of the evolving aqueous and solid phase chemical composition is a basic modelling task.

While it is reasonable in many cases to model aqueous speciation reactions as equilibrium reactions, kinetic approaches to microbially mediated reactions are the norm. The latter case is considered in detail in Sections 2.4.2 and 2.4.3, while the former case is discussed briefly below.

2.4.1. Equilibrium and kinetic geochemistry

Many thorough descriptions of equilibrium geochemistry are available [18,100,110–114]. Briefly, chemical species in natural waters are typically at dilute concentrations. As concentrations decrease, the activity of the species increases. Activity changes with ionic strength, as modelled by, e.g., the Davies equation [115]. For fixed temperature and for any given chemical reaction, the law of mass action states that the distribution between the activities of reactants and products is fixed and is described by a temperature-dependent equilibrium constant. The equilibrium constant is a simple function of the Gibb’s free energy of formation and the temperature [116]. As concentrations increase beyond the solubility product, mineral precipitation can occur. On the other hand, mineral dissolution can take place in under-saturated solutions. The law of mass action also applies to precipitation/dissolution reactions by noting that activity of any mineral is identically unity. An alternative solution method for equilibrium geochemistry calculations is that based on minimising the Gibb’s free energy. Both approaches give similar results under reasonable conditions [117].

Computer packages for equilibrium reaction calculations have been available for more than two decades [118–122]. They rely on databases containing the definition of the reactions among aqueous components/species, mineral and gas phases and their reaction constants. It is worth remembering that these databases are not always consistent and should be checked in any given application [123,124]. Additionally, in applications, uncertainty arises from lack of knowledge of chemical and mineral constituents composing the soil–water system.

Reaction kinetics for abiotic systems (typical approaches for biological systems are discussed in the next section), including precipitation, rely on determination of reaction rate constants. Any given reaction (or sequence of reactions) can be characterised by rate expressions depending on forward and reverse reaction rates [100,117,125]. At equilibrium, the ratio of these reaction rates is equivalent to the reaction’s equilibrium constant. Once the reaction rates are known, computation of the reaction evolution involves solution of first-order ordinary differential equations (ODEs) with general form as given by Eq. (7). For precipitation, a similar approach is followed although the situation is more complex as transport processes can affect the rate at which chemical species are transported from a mineral surface [126]. In that case, the reaction rate could be controlled by advection, so affecting the forward and reverse reaction rates. This kinetic modelling approach depends on the principal of microscopic reversibility [100,117], a concept that relies on detailed knowledge of all elementary processes in an overall reaction [100].

For microbially mediated reactions, a range of rate models is available; these are discussed next.

2.4.2. Microbially mediated chemical transformations

Organic chemicals in aqueous systems are subject to both abiotic and biotic reactions and transformations.
Often, however, biological activity will be the major factor in contaminant transformations as degradation rates could be accelerated by several orders of magnitude relative to non-mediated reactions (if they occur at all) and so this aspect of organic fate will be considered in some detail. Indeed, the existence of such reactions plays a central role in procedures such as (active) bioremediation, monitored natural attenuation, and contaminant source and product identification. Modelling of such systems requires an understanding of several factors: the set of reacting species, type of pathway for each—e.g., growth or decay; species reactants and products, redox conditions, existence of inhibitory compounds, and the presence and concentration of other potentially limiting species, such as nutrients and vitamins. Other factors, such as substrate availability and microbial movement can also affect the rate at which contaminants are degraded or transformed.

Clearly, when microbial populations are changing, the rate of contaminant removal and production of new reactants will vary according to the microbial mass, amongst other things. Fundamental to tractable modelling of microbial growth and decay is that the biochemical reaction model \[127–129\], where, for example, a two-species microbial degradation processes. We will summarise complexity are now commonly used to approximate complex degradation process for any given class of compound. Experiments.

It is clear that many open issues remain regarding the construction of complete, realistic models of the biodegradation process for any given class of compound. However, an evolving set of models of varying complexity are now commonly used to approximate complex microbial degradation processes. We will summarise several of these, progressing from least sophisticated to more sophisticated.

A common model is the instantaneous reaction model \[127–129\], where, for example, a two-species reaction equation may be given as

\[ r_1 C^{1a} + r_2 C^{2a} \rightarrow r_3 C^{3a} + r_4 C^{4a} \]  

In Eq. (21), \( r \) is a stoichiometric constant, and the integers 1–4 are species qualifiers. The instantaneous reaction model assumes that the biochemical reaction takes place sufficiently quickly such that the actual rate is not important and, furthermore, that the limiting factor in the extent of the reaction is the availability of one of the reactants. Over a time step, \( \Delta t \), equations for the reactants on the left-hand side are

\[ \dot{X}^{1a} = \begin{cases} -\theta r_1 C^{1a}/(r_1 \Delta t), & \text{if } C^{1a} \leq r_1 C^{2a}/r_2, \\ -\theta r_1 C^{2a}/(r_2 \Delta t), & \text{if } C^{1a} > r_1 C^{2a}/r_2, \end{cases} \]  

The case of more than two reactants with a single reactant limiting can be modelled by a trivial extension to this formulation. A key aspect of the instantaneous reaction model is that the concentration of at least one of the reacting species is zero for all times everywhere in the domain. Second, it is highly efficient due to the naturally decoupled nature of the solution procedure; such algorithm issues are discussed below (Section 3).

A host of kinetic reaction models of differing complexity can be built. For a selected organic chemical species, the simplest case is to assume that any dependency of the transformation rate of the organic substance between the substance and any other chemical or microbial population is neglected. A commonly applied microbial degradation kinetic model is the first-order model

\[ \dot{X}^{a} = -\theta C^{a} / t, \]  

where \( k_i \) is a first-order biodegradation rate. This model assumes that the only factor affecting the biodegradation rate is the concentration of substrate present; this may be the case under some circumstances but often is not. The model in Eq. (24) formally applies to the situation where the microbial mass is constant (i.e., growth and decay rates are equal). Assuming that the carbon in the organic compound is used for cell growth, breakdown products from microbial decay, which are not explicitly modelled, are produced at a rate proportional to the loss in Eq. (24).

As concentrations increase, it is often expected that the degradation rate plateaus; this behaviour is not exhibited by Eq. (24). It is, however, a feature of the Michaelis–Menten model \[130\], which is routinely used to model enzyme-substrate reactions \[131\]

\[ \dot{X}^{a} = -\theta V^a C^{a} / K_m + C^{a}, \]  

where \( V^a \) is a maximum reaction rate coefficient, and \( K_m \) is a half-saturation coefficient. The Michaelis–Menten equation is first order at relatively low substrate concentrations and zero order at relatively high substrate concentrations (e.g., \[132\]). The circumstances to which Eq. (25) pertain are the same as those above for Eq. (24).

The Michaelis–Menten model can be extended, again without recourse to specific microbial reactions, to account for circumstances where other organic or inorganic species also reduce the reaction rate for a particular species, e.g., electron acceptors might be limiting the degradation of an oxidisable contaminant. In that case, Eq. (25) is extended to

\[ \dot{X}^{a} = -\theta V^a C^{a} / K_m + C^{a}, \]  

where \( n_i \) is the number of inhibiting species. Once again, the microbial mass is assumed to be constant, and thus
breakdown products from microbial decay are assumed to be different chemical species than those appearing in Eq. (26).

2.4.3. Microbial population kinetics

In this section we extend the foregoing models of organic degradation to include microbial population growth and decay. The key assumption is that microbial mass can be modelled as a chemical species, such that reactions can be specified for its growth and decay. If considered necessary, the microbial population can also be transported and undergo mass transfer to or from the solid phase, leading to a general transport equation being used for each distinct microbial population.

We note that, since our interest is in aquifers and soil profiles, the models considered here are macroscopic descriptions of microbial growth dynamics aimed at simulating laboratory- or field-scale processes. Thus, many of the complex interdependencies at the microscopic scale are commonly neglected and described by empirical formulations based on classical descriptions [130,133]. For instance, a simple approach is based on a conceptual extension to the first-order model, Eq. (24). A second-order model, in terms of substrate concentration and microbial biomass, respectively, can be written as,

\[ \dot{R}^{i} = -\theta^{i} k_{2} C^{i} \, \text{prod}, \]

(27)

\[ \dot{R}^{ma} = -Y^{i} \dot{R}^{i} - \theta^{a} k_{d} C^{ma}, \]

(28)

where \( k_{2} \) is a second-order rate coefficient for species \( i \), the superscript \( m \) is an index corresponding to the microbial degrader species, \( Y^{i} \) is the degrader mass yielded per mass of solute species \( i \) degraded, and \( k_{d} \) is a first-order biomass decay coefficient, which represents degrader loss. The term decay refers to a unidirectional kinetic reaction involving the chemical species \( C^{ma} \), wherein other chemical species are produced. In this instance, the reaction rate is characterised by the value of \( k_{d} \). It is assumed that the chemical species released as a result of degradation are different to \( C^{ma} \), otherwise this would need to be included in Eq. (27). Note that \( Y^{i} \) will change according to the mass units used. If, say, concentrations are measured in mol l\(^{-1} \), then \( Y^{i} \) will be a stoichiometric ratio, whereas if g l\(^{-1} \) is used then \( Y^{i} \) will additionally account for the molecular weights of \( C^{i} \) and \( C^{ma} \). Breakdown products are produced at a rate proportional to \( \theta^{a} k_{d} C^{ma} \). For the case where the degrader population is nearly constant \( Y^{i} k_{2} C^{i} \approx k_{d} \), the second-order model reduces to Eq. (24) by setting \( k_{2} = k_{1} C^{ma} \). Of course, in this case the degrader concentration need not be computed.

While many biological reaction rates are well represented by Eq. (25), it does not explicitly account for the growth and decay of a microbial degrader population. The Monod growth model is similar in form to the Michaelis–Menten model [133], but it includes the growth and decay of a degrader population [134,135]. For a single chemical species and microbial population it can be written as

\[ \dot{R}^{ia} = -\theta^{i} \mu^{i}_{m} \frac{C^{i} C^{ma}}{Y^{i}(K_{i}^{a} + C^{i})}, \]

(29)

\[ \dot{R}^{ma} = -Y^{i} \dot{R}^{ia} - \theta^{a} k_{d} C^{ma}, \]

(30)

where \( \mu^{i}_{m} \) is a specific growth rate based on species \( i \), and \( K_{i}^{a} \) is the corresponding Monod substrate half-saturation constant.

Eqs. (29) and (30) do not allow for limitations such as nutrients or other inorganic (e.g., electron acceptors) or organic species that might be needed for microbial growth. Similarly to Eqs. (27) and (28), they focus on a single (organic) species and do not explicitly account for the production of breakdown products. The standard Monod growth model has been extended [136,137] to handle the case in which the rate of microbial growth is limited by the concentration of one or more species other than a single growth substrate. A formulation of this approach is

\[ \dot{R}^{ia} = -\theta^{i} \mu^{i}_{m} C^{i} C^{ma} \prod_{k=1}^{n_{i}} \frac{C^{ka}}{K_{k}^{a} + C^{ka}}, \]

(31)

\[ \dot{R}^{ma} = -\sum_{i} Y^{i} \dot{R}^{ia} - \theta^{a} k_{d} C^{ma}, \]

(32)

\[ \dot{R}^{ia} = \mu^{i}_{m} \dot{R}^{ia} \text{ for } j = 1, \ldots, n_{\text{dec}}, \]

(33)

\[ \dot{R}^{ia} = \mu^{i}_{m} \dot{R}^{ia} \text{ for } j = 1, \ldots, n_{\text{prod}}, \]

(34)

where, again, \( n_{i} \) is the number of potentially limiting species, \( n_{\text{dec}} \) is the number of species produced during degradation of the microbial population, \( n_{\text{prod}} \) is the number of species used in the microbial degradation of \( i \) species and \( \mu^{i}_{m} \) is a stoichiometric factor (or a ratio of factors). Eq. (32) models the entire biomass, both active and inactive. This model could easily be extended to account explicitly for living and decaying biomass, in which case two rate equations would be used. The summation in Eq. (32) assumes that the microbial population growth rate can be represented as the sum of growth rates due to the group of (organic) chemical compounds susceptible to breakdown by that microbial species, i.e., the summation is over all species \( i \) of this type. Eq. (34) quantifies the loss of the \( n_{\text{prod}} \) (usually inorganic) species that are included in the degradation reaction of the organic species \( i \). In Eqs. (33) and (34) we assumed that species mass is measured in moles, in which case the rate of usage of any species is proportional to the stoichiometry of the reaction that produces or decays biomass. The coefficients on the right side of these equations should be adjusted by the appropriate
molecular weight if mass is measured in grams. We note also that the second-order model given by Eqs. (27) and (28) could be extended to a multi-species version similar to Eqs. (31)–(34).

For multiple substrates—as accounted for in the summation in Eq. (32)—expressions of the form given in Eqs. (31) and (34) are written, while Eq. (32) for the microbial population growth rate and Eq. (33) for the rate of species production from microbial decay are written once only.

While Eq. (32) presents the standard decay term \( k_d \) typically used by most models that quantify microbial growth and decay, an alternative is to use a Monod-type expression that creates a rate dependency of this term on electron acceptor availability (e.g., oxygen) [134], leading to

\[
\dot{X}^{ma} = - \sum_i Y_i \dot{X}^{ia} - \theta^a k_d C^{ma} \prod_{k=1}^{n_i} \left( \frac{C^{ia}_k}{K^k + C^{ia}_k} \right). 
\]  

This equation assumes that the set of species in Eq. (31) limiting the production of biomass also limit its decay. If this assumption does not apply then the appropriate set of species would be used in the product.

Another common extension to the Monod growth model is made to account for a reduction in a specific growth rate by two or more substrates competing for the same enzymatic system, which is expressed as [138]

\[
\mu^i_m = \mu^i_{\text{max}} \left( \frac{C^{ia}}{C^{ia} + K^i_i \left( 1 + \sum_{j \neq i} n_j C^{ja}/K^j_a \right)} \right),
\]  

where \( \mu^i_{\text{max}} \) is the maximum growth rate for the microbial population on the \( i \) solute species, and \( n_i \) is the number of degradable solutes present. Other mathematical forms to represent competitive inhibition are possible, all of which relate inhibition of growth and/or substrate transformation to the concentration of the inhibitor species [139].

Biodegradation modelling can be extended further to consider multiple populations of microorganisms. It is possible that the chemical formulas (and thus stoichiometry) representing the various microbial populations would change, as would the parameters used to model the reaction rates. In general, this case can be modelled by writing expressions of the form in Eqs. (31)–(34) for each microbial population.

A typical scenario in modelling biodegradation is that of a sequence of redox states, each of which involves a different microbial population. If, say, oxygen is present, then aerobic degradation would be expected to take place in preference to anaerobic degradation (Section 7). In such circumstances, an additional inhibition factor might be added to the right side of Eq. (36) to reduce the growth rate under appropriate circumstances. For instance, if oxygen is present, we could inhibit the growth of a microbial population relying on anaerobic conditions by forcing the specific growth rates due all pertinent organic chemical species to zero while oxygen is present. This is achieved by multiplying the right side of Eq. (36) by \( 1 - \mathcal{H} (C^{\text{oxygen}}_{\text{switch}} - C^{\text{oxygen}}) \), where \( \mathcal{H} \) is the Heaviside step function [140]. When the concentration of oxygen is above \( C^{\text{oxygen}}_{\text{switch}} \), the specific growth rate is zero. This empirical approach is just one that could be used. For example, a thermodynamic/kinetic comparison procedure is available [141]. Another simple inhibition factor is discussed in Section 7.3 while switch values are employed in Section 8.

3. Solution algorithms

Organic chemical degradation characteristically has physical transport and reactive processes occurring simultaneously. The reactive processes routinely constitute complex biogeochemical problems involving many individual organic species. Determination of the concentration of each solute species generally requires solution for each phase in which they reside; a solution that requires the formulation and computation of a separate conservation equation for each unique species-phase combination. The concentration of one or more microbial species in the aqueous phase, and usually on the solid phase as well, must also be determined through an appropriate set of conservation equations. The net result is that a large system of transport equations must be solved for most problems of interest.

A second feature of the geochemical problems of interest in this work is the complexity of the inorganic reactions typically considered, including precipitation, complexation, acid–base reactions and redox reactions, all of which affect speciation in subsurface waters [100]. Such considerations further increase the number of species that must be considered to represent subsurface systems accurately. While sophisticated geochemical models exist, they do not typically include efficient, high resolution, three-dimensional fluid flow and species transport solvers, nor the full range of interphase exchange and biological reaction models of interest.

The net result of these considerations is that state-of-the-art modelling of complex biogeochemical processes in the subsurface environment is out of necessity most often accomplished by combining multiple models—e.g., a flow model, a transport model, interphase mass transfer models, biological transformation and growth models, and geochemical models. Although a range of numerical schemes exists [25, 110, 117, 142, 143], the need to combine models and simulate a large number of species under a variety of circumstances leads to the conclusion that (SO) algorithms are the most appropriate method to solve this challenging class of problems. Indeed, with few exceptions (e.g., [144]), the SO technique (e.g., [16, 25, 106, 117, 145–155]) has become the
standard method for solving such combined physico-
biogeochemical problems. It involves separating the
processes (e.g., flow, transport of individual chemical
components/species, chemical reactions, microbial ac-
tivity) within the numerical model and solving each
submodel independently. The technique enables use of
available, well tested, transport, flow and reaction
packages, as well as associated graphical user interfaces
for setting up problems and interpreting results. The
effort involved in developing such models is focussed
mainly on interfacing between existing models and is
much less than developing a model from scratch.

Three types of SO algorithm are commonly used, all
of which uncouple the solution of the transport and the
reaction (and mass transfer) operators [106,117,145,
146,148,150–153,156–166]. This uncoupled nature al-

owing for the straightforward combination of multiple
models into a single simulator. However, SO approaches
lead to an additional source of numerical error, usually
proportional to \( \Delta t \), the numerical time step of the dis-
crete approximation.

The sequential SO (SSO) algorithm is summarised by

SSO Algorithm

For \( t \in \{ t_0, t_0 + \Delta t \} \),

**Step 1.** Let \( \tilde{\theta}^n(x, t_0) \tilde{C}^a(x, t_0) = \theta^n(x, t_0)C^a(x, t_0) \),

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n \tilde{C}^a) = L_t.
\]

**Step 2.** Let \( \tilde{\theta}^n(x, t_0) \tilde{C}^a(x, t_0) = \tilde{\theta}^n(x, t_0 + \Delta t) \)

\[
\tilde{C}^a(x, t_0 + \Delta t),
\]

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n \tilde{C}^a) = L_t,
\]

where \( L_t \) is a transport operator, and \( L_r \) is a reaction
operator. The SSO algorithm is common and easy to
implement but has a splitting error \( \epsilon_s = O(\Delta t) \) [148].

The alternating SO (ASO) algorithm, also known as
Strang splitting [167], is summarised by

ASO Algorithm

**Step 1.** For \( t \in \{ t_0, t_0 + \Delta t/2 \} \),

Let \( \tilde{\theta}^n(x, t_0) \tilde{C}^a(x, t_0) = \theta^n(x, t_0)C^a(x, t_0) \),

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n \tilde{C}^a) = L_t.
\]

**Step 2.** For \( t \in \{ t_0, t_0 + \Delta t \} \),

Let \( \tilde{\theta}^n(x, t_0) \tilde{C}^a(x, t_0) = \tilde{\theta}^n(x, t_0 + \Delta t/2) \tilde{C}^a(x, t_0 + \Delta t/2) \),

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n \tilde{C}^a) = L_t.
\]

**Step 3.** For \( t \in \{ t_0 + \Delta t/2, t_0 + \Delta t \} \),

Let \( \tilde{\theta}^n(x, t_0 + \Delta t/2) \tilde{C}^a(x, t_0 + \Delta t/2) = \tilde{\theta}^n(x, t_0 + \Delta t) \)

\[
\tilde{C}^a(x, t_0 + \Delta t),
\]

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n \tilde{C}^a) = L_t.
\]

The ASO algorithm requires more computational effort
than the SSO algorithm, but the splitting error, \( \epsilon_s \), is
\( O(\Delta t^2) \) [148], at least for linear reactions [106,153].

The iterative SO (ISO) algorithm decouples the
transport and reaction operators as is the case with
other SO algorithms, but unlike the other algorithms it
itertes through the steps until some error tolerance is
reached [168]. The ISO algorithm is

ISO Algorithm

For \( t \in \{ t_0, t_0 + \Delta t \} \),

Let \( m = 1 \),

While \( \epsilon_s > \epsilon_s \), repeat,

**Step 1.** Let \( \tilde{\theta}^n_{m+1}(x, t_0) \tilde{C}^a_{m+1}(x, t_0) = \theta^m(x, t_0)C^a(x, t_0) \),

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n_{m+1} \tilde{C}^a_{m+1}) = L_t + \tilde{L}_t.
\]

**Step 2.** Let \( \tilde{\theta}^n_{m+1}(x, t_0) \tilde{C}^a_{m+1}(x, t_0) = \theta^m(x, t_0)C^a(x, t_0) \),

\[
\frac{\partial}{\partial t} (\tilde{\theta}^n_{m+1} \tilde{C}^a_{m+1}) = \tilde{L}_t + L_t.
\]

**Step 3.** Let \( m = m + 1 \),

where \( \tilde{L}_t \) and \( L_t \) approximate the transport and reaction
operators that uncouple the solution procedures, while
limiting the splitting error. Given \( \epsilon_s > 0 \), the stopping
condition is based on computation of \( \epsilon_s \), a suitable norm
of the difference between computed concentrations for
successive iterations. The iterative nature of the algo-

rithm can further reduce the splitting error to whatever
tolerance is needed. While the ISO algorithm is more
accurate than either the SSO or ASO algorithms, the
increased accuracy comes at the expense of additional
computational effort per step.

A key aspect of all the SO methods presented here is
that all the reaction computations (\( L_r \)) are carried out for
each grid cell (in a spatially discretised domain) inde-
dependently from the neighbouring grid cells, allowing for
easy implementation on parallel computer architectures.
However, obtaining good performance in a parallel
processing environment is not trivial, nor is it the focus
of this work. Load balancing and communication issues
for all steps in the algorithm will in general require
careful consideration. Note that, within this step, each
grid cell is treated as a closed system. That is, the total
concentration of each chemical component, consisting of
the sum of aqueous, sorbed, precipitated and gas-phase
concentrations, does not change, although the distribu-
tion within these phases and the concentration of species
will vary.

\( L_t \) is used to represent both interphase mass transfer
processes and biochemical reactions. As we have noted
already, the rates at which mass transfer and reactions
proceed in relation to the rate at which the chemicals are
transported provide the criteria for choosing an appro-
priate (mathematical) solution technique to describe
accurately the reactive processes. Under the assumption that all reactive processes proceed rapidly in comparison to groundwater flow and transport, interphase mass transfer processes can be represented using the local equilibrium assumption (LEA), and biochemical reactions proceed to completion. While the LEA can reduce the number of equations requiring solution, it can lead to modifications in the SO algorithms and complicate the use of well-established component models.

The SO algorithms outlined above, or variants of them, are important aspects of the solution of complex biogeochemical problems. While the algorithmic discussion above was presented in terms of two differential operators, it is necessary in some circumstances to extend these algorithms to more than two operators. This would be the case if, for example, separate codes were used for transport, interphase mass transfer, biological reactions and geochemical reactions. Subdividing \( L_t \) and \( L_d \) into component parts would extend the algorithms. General error analysis for all SO methods and convergence theory for ISO remains to be developed for a wide range of conditions of practical importance, although recently encouraging progress has been reported [169]. Splitting error, and thus the appropriate choice of algorithm, depends upon the relative magnitude of each operator in the overall system. In general, as the contrast in the magnitude of the operators grow, the splitting error decreases. Conversely, operators of a similar magnitude are expected to have the largest splitting errors. In such cases, the ASO or ISO algorithm would usually be a better choice than the simpler SSO algorithm. In certain cases, it may be advantageous to use a fully coupled approach [117].

4. Numerical approximations

The models of interest in this work require numerical approximations. These approximations involve discretisation in space and time. The purpose of this work is not to comment on the details of modern numerical methods, as several other efforts in this special issue are focused on this topic. However, it is worthwhile to annotate the features of any state-of-the-art simulator:

- the fluid flow solver should be able to handle heterogeneous conditions and the evolution of a trapped NAPL phase, be mass conservative, accommodate irregularly shaped domains and have locally conservative velocity fields;
- the transport solver should be able to resolve sharp fronts without excessive numerical dispersion or oscillations, be locally and globally mass conservative, and accommodate irregularly shaped domains;
- the interphase mass transfer and reaction solvers should be flexible in terms of the number and range of species handled and the processes accounted for, and use robust and accurate time-integration methods; and
- ideally, all components would include spatial and temporal error estimation and control through adaptation of the solution discretisation and/or order of the approximation method, overall error control on the operator-splitting algorithm and be suitable for parallel processing.

Although most of the elements outlined have been accomplished individually we know of no single subsurface reactive biogeochemical flow and transport simulator that approaches this entire list of specifications. Indeed, this level of sophistication requires a considerable amount of additional work.

Correct modelling of physical processes is particularly important for natural attenuation, as predictions of the fate of organic contaminants often rely heavily on physical transport. Solving the advection–dispersion equation numerically, i.e., Eq. (8) without the reaction or source terms, is the first, essential step in modelling the fate and transport of multi-component organic contaminants in groundwater. Unfortunately, obtaining an accurate numerical solution for the advection–dispersion equation is difficult [170,171]. No single technique yet yields completely satisfactory solutions under all hydrogeological conditions. In the groundwater modelling community, most solution techniques fall into three categories, i.e., Eulerian, Lagrangian and mixed Eulerian–Lagrangian [172,173]. Here, we briefly summarise the evolution of these approaches and associated numerical methods—much fuller discussions of these issues are available elsewhere in this special issue [174].

- **Finite difference or finite element (Eulerian) methods** [106,175–178]. For advection-dominated problems, standard Eulerian methods are susceptible to excessive numerical dispersion and/or artificial oscillation. To mitigate these difficulties, very fine spatial and temporal discretisations may be required.
- **Particle tracking-based (Lagrangian) methods** [49, 179–185]. This approach, as typified by the random-walk particle methods, is highly efficient and virtually free of numerical dispersion. However, it can lead to local mass balance errors [184] and to numerical instability in non-uniform media with multiple sinks/sources and complex boundary conditions [186].
- **Mixed Eulerian–Lagrangian methods** [186–200]. These combine particle tracking for advection and finite-difference (FD) or finite-element (FE) methods for non-advective terms. They suffer from some of the same numerical difficulties as the random-walk particle methods and, depending on the approach used, do not guarantee mass conservation. For this reason,
more recent efforts have focused on developing mass-conservative Eulerian–Lagrangian schemes, such as
the Eulerian–Lagrangian localised adjoint method [193,197,201].

- **Total-variation-diminishing (TVD) methods** (e.g., [171, 202–215]). TVD methods are essentially mass conservative higher order FD (or finite-volume) methods. They are typically implemented with a flux limiter to suppress spurious oscillations while preserving the sharp concentration fronts.

- **Multi-grid methods** [216–219]. These methods use a sequence of nested meshes with increasing fineness to attain convergence to a desired level of discretisation error [220,221]. Related families of methods include local grid refinement and domain decomposition [222–225].

5. Scale issues

Scale effects pervade the hydrological sciences. For example, a practical problem is to incorporate the effect of heterogeneity of medium properties into flow and transport simulations which, by necessity, operate on a discretisation length scale. Not surprisingly, scale issues are manifest under many titles, including upscaling, homogenisation, effective medium theory and stochastic transport theory.

One major thrust of dealing with the effect of hydraulic conductivity heterogeneity on solute transport has been to determine macroscopic dispersion coefficients analytically [226–228]. This approach, while appropriate for plumes dominated by physical flow processes, is not likely to be directly useful for numerical modelling of non-linear reactive transport given the sensitivity of microbial degradation of organic compounds to redox state. For contaminant plumes, redox state can vary markedly over short distances. As has been noted [229–232], mixing between contaminated and native groundwater largely controls the rate of degradation of the contaminant. For example, if aerobic biodegradation dominates, then the degradation rate will be controlled by availability of oxygen (and perhaps nitrate if facultative bacteria are involved). The flux into a plume thus depends on oxygen diffusion, geometrical factors such as the contaminant plume surface area, as well as geochemistry and oxygen recharge rate. In shallow aquifers, boundary conditions are likely to be changing and in enhanced remediation schemes the system will be subjected to relatively large changes. Upscaling of non-linear processes under such conditions is a significant challenge. Nonetheless, investigators have reported studies of relatively simple biodegradation models [233–235] where the effects of heterogeneity have been computed. It is unclear whether these approaches would be suitable for complex geochemical systems with many chemical constituents, mineral types and microbial species, such as those of concern in this work.

6. Examples of available simulators

As mentioned, we know of no single simulator which covers the complete range of the processes discussed above. For example, reactions included in many of the earlier [13,16,127,236–241] but also the more recent biodegradation models [242–246] are limited to a small number of aqueous species that are directly involved in the primary biodegradation reaction. Apart from the model of Malone et al. [247] and BIONAPL3D [246], both of which allow the simulation of equilibrium and/or kinetic dissolution of organic compounds from multi-component NAPL mixtures, biodegradation models typically do not include the option of mass transfer processes. Previously, most comprehensive geochemical codes had no transport capabilities [118–122] or were lacking the option to simulate kinetic reactions [248–253]. However, in the recent past numerous models and applications have combined biodegradation reactions and the resulting secondary geochemical reactions [254–258]. For instance, the RT3D model [243], which has become a widely applied reactive transport model, is a modular reactive package that makes use of the implicit ODE solver LSODA [259,260] to solve kinetic reaction problems. While it does not a priori have any geochemical reactions included, it allows the definition of arbitrary kinetic reactions and thus, in principle, the inclusion of secondary reactions that occur in the aqueous phase.

Detailed overviews of biogeochemical/flow/transport models are available through several process- or application-specific studies in the literature as well as through comprehensive model surveys [18,20,261,262], which list and compare model capabilities. More recent reviews of biodegradation models and/or of biogeochemical models are also available [29,263–268]. In addition, Table 1 gives examples of models that have significant geochemical capabilities and can also include biodegradation reactions of organic compounds. It was compiled from models that:

- include a three-dimensional transport simulator;
- have previously been applied to problems involving the fate of organic compounds;
- can solve both equilibrium and kinetically controlled geochemical reactions; and
- allow a flexible definition of reactive processes.

The combination of the latter two attributes assures that users can relatively easily adapt the numerical simulator to a broad range of conceptual hydrogeo-
chemical modelling problems. For example, in the PHREEQC-2-based [269] models PHAST [270] and PHT3D [271,272], processes such as microbial activity and NAPL-dissolution can be defined within the reaction database file [273].

7. Biogeochemical modelling illustrations

The foregoing modelling section (Section 2) presents a framework for simulating transformations of organic chemicals in groundwater. In this section, we focus on the detailed formulation of models for describing such transformations, providing some examples which show the effects of different assumptions. The SO framework conveniently allows separating classes of processes. Here, we discuss first biogeochemical modelling, before subsequently combining it with physical transport in Sections 8 and 9.

Microbially mediated degradation of dissolved organic compounds is strongly dependent on the redox state. Indeed, typically, we can expect the redox sequence shown in Fig. 1 to be followed, i.e., aerobic degradation occurs first as it is the most energetically favourable, followed by anaerobic degradation under the following sequence: nitrate reducing, manganese reducing, sulfate reducing, iron reducing and, finally, methanogenesis. Reaction rates decrease according to the difference in redox potential (distance between each half of the redox couple). This well-known sequence is discussed fully elsewhere [100]. Note that $pe$ refers to the reduction (upper) part of the diagram.

7.1. Biodegradation modelling

Biochemical activity capable of transforming organic compounds into inorganic constituents plays a substantial role in the evolution of groundwater quality in both contaminated and uncontaminated aquifers. The main role of the biological activity within the transformations is to enhance reaction rates (relative to comparable abiotic reactions), accelerating reactions by factors of $10^9$ or more [52]. However, only thermodynamically possible reactions can be carried out by the organisms. Thus, the degradation of many contaminants may only occur within a reasonable time frame through the catalysing function of bacteria. Generally, these bacteria are attached to the aquifer matrix with a negligible portion present in the aqueous phase [286]. The biomass, together with extracellular polymer substances, forms, depending on its concentration, a more-or-less uniform coverage of the solid surface. The

![Fig. 1. Redox sequence (after [100]) showing organics (below dashes) that donate electrons and species that accept electrons (above dashes). For each redox state, an estimate of the energy gained for oxidation of organic matter is shown (pH 7 assumed).](image-url)
biomass attached to the solid phase typically consists of a rather structured base film with well-defined boundaries and of a surface film as a transition zone to the bulk liquid [287]. Within the surface film advection is the dominating transport mechanism, while within the base film diffusional transport dominates.

Modelling of redox chemistry as affected by microbial degradation reactions involves detailed descriptions of electron transfers within the base film. The electron flow in reactions where organic substances act as electron donors, e.g., petroleum hydrocarbons, can be described by two steps. The first step is the oxidation of an organic substrate which has diffused into the microbial base film. In this step, electrons are transferred to electron carriers such as reduced nicotinamide adenine dinucleotide (NADH) [265,288]. The oxidation reactions for some common organic contaminants are listed in Table 2. In each reaction, an electron transfer occurs to form NADH on the right-hand side.

Table 3
Electron-accepting reactions

\[
10\text{NADH} + 5\text{H}_2\text{CO}_3 + \text{NH}_4^+ + 9\text{H}^+ \\
\rightarrow \text{C}_3\text{H}_6\text{O}_2\text{N} + 10\text{NAD}^+ + 13\text{H}_2\text{O}
\] (44)

The electrons gained in oxidation of organic species (e.g., Table 2) are diverted between the electron-accepting step (according to the reactions listed in Table 3) and biomass generation according to Eq. (44). The ratio of this diversion depends on the microbial efficiency (fraction of oxidised organic carbon that is incorporated into biomass), the determination of which is experimentally based. Depending on both the organic substrate and the electron acceptor, the efficiency can vary significantly. For the electron-accepting reactions which yield the most energy, i.e., oxygen and nitrate reduction (Fig. 1), efficiency can be as high as 50–70% while it can be as low as 5% for CO₂ fixation [265]. Degradation of toluene and xylene under sulfate-reducing conditions has been investigated [289]. Using ¹⁴C-labelled substrate, it was found that only about 10% of the organic carbon was converted to cell material while 90% of organic carbon was utilised as an energy source and converted to carbon dioxide. Clearly, the stoichiometry of the overall reaction (in which the intermediate NAD⁺ reducing step is formally eliminated) depends on the efficiency of the microorganisms. For a given efficiency, balancing the reaction leads, in the above-mentioned case (oxidation/mineralisation of dissolved organic carbon (DOC)), i.e., CH₂O, under aerobic conditions, 50% efficiency, to the following reaction

\[
\text{CH}_2\text{O} + 0.1\text{NO}_3^- + 0.3\text{O}_2 \\
\rightarrow 0.5\text{HCO}_3^- + 0.1\text{C}_3\text{H}_6\text{O}_2\text{N} + 0.4\text{H}^+ + 0.2\text{H}_2\text{O}
\] (45)

Assuming a lower (10%) efficiency, balancing the oxidation/mineralisation of DOC under sulfate-reducing conditions leads to

\[
\text{CH}_2\text{O} + 0.02\text{NH}_4^+ + 0.45\text{SO}_4^{2-} \\
\rightarrow 0.9\text{HCO}_3^- + 0.02\text{C}_3\text{H}_6\text{O}_2\text{N} + 0.45\text{H}_2\text{S} \\
+ 0.06\text{H}_2\text{O} + 0.02\text{H}^+
\] (46)

Table IV of [29] contains the reaction formulas for biodegradation of CH₂O for the complete redox sequence given in Fig. 1. Those formulas are written for arbitrary proportions of electrons being diverted to microbial growth and energy generation.
The reactions given in Eqs. (45) and (46) describe the stoichiometry of microbial growth (represented by C₅H₇O₂N) under different redox conditions. Note that, due to the difference in C valence between C₅H₇O₂N and HCO₃⁻ under different redox conditions. Note that, stoichiometry of microbial growth (represented by CH₂O, O(0), as well as the microbial population represented by C₅H₇O₂N, respectively. The combination of Eqs. (31) and (51) give
\[
\frac{dC_{\text{CH}_2\text{O}}}{dt} = -\mu_{\text{m}} \frac{y_{\text{CH}_2\text{O}} C_{\text{C}_5\text{H}_7\text{O}_2\text{N}}}{C_{\text{CH}_2\text{O}}} \left( \frac{C_{\text{CH}_2\text{O}}}{K_s + C_{\text{CH}_2\text{O}}} \right) \times \frac{C_{\text{O}(0)}}{K_{\text{C}}^{\text{O}(0)} + C_{\text{O}(0)}}
\]
where the concentration of O(0) has been included as a rate-limiting factor while \(y_{\text{CH}_2\text{O}} = 0.1\) from Eq. (45). The microbial population growth rate is, from Eq. (32)
\[
\frac{dC_{\text{C}_5\text{H}_7\text{O}_2\text{N}}}{dt} = y_{\text{CH}_2\text{O}} \frac{dC_{\text{CH}_2\text{O}}}{dt} - k_d C_{\text{C}_5\text{H}_7\text{O}_2\text{N}}.
\]

7.2. Microbial kinetics

During biomass growth both organic substrate and electron acceptors are consumed at rates quantified according to the models presented in Section 2.4.3. Thus, for a known reaction stoichiometry and knowledge of appropriate rate parameters, the actual rates can be determined. In the following we consider several microbially mediated degradation models. At present, no chemical transport is considered, however. Details of the five cases considered are presented in Table 4 (models used and initial conditions) and Table 5 (parameter values). Note: in these examples no sorption reactions are included.

In case 1, we consider microbially mediated DOC degradation under aerobic conditions using two different approaches. Case 1a considers bacterial growth and decay using the the detailed stoichiometry derived from Eqs. (45) and (47), respectively. For comparison, in case 1b we again consider bacterial growth and decay but use a simpler model based on the stoichiometry taken from Eq. (49). The latter simplification is made in most biodegradation models.

For this first example, we demonstrate in some detail how the modelling approach presented in Section 2.4.3 is applied. We note that no transport is involved, the aqueous phase volume fraction is taken as constant, no sources are present and that interphase mass transfer does not occur. The transport Eq. (8) becomes
\[
\frac{d}{dt} \left( \phi^a C^a \right) = \mathcal{R}^a,
\]
an expression that we now combine with appropriate forms of Eqs. (31)-(34).

For case 1b, the primary chemical species involved are CH₂O (DOC) and O(0), as well as the microbial population represented by C₅H₇O₂N, with concentrations C(CH₂O), C(O(0)) and C(C₅H₇O₂N), respectively. The combination of Eqs. (31) and (51) give
\[
\frac{dC_{\text{CH}_2\text{O}}}{dt} = -\mu_{\text{m}} \frac{y_{\text{CH}_2\text{O}} C_{\text{C}_5\text{H}_7\text{O}_2\text{N}}}{C_{\text{CH}_2\text{O}}} \left( \frac{C_{\text{CH}_2\text{O}}}{K_s + C_{\text{CH}_2\text{O}}} \right) \times \frac{C_{\text{O}(0)}}{K_{\text{C}}^{\text{O}(0)} + C_{\text{O}(0)}}
\]

So far, we have assumed that the biomass concentration remains constant with time (although it can vary spatially) throughout the model domain. Since the dynamics of biomass growth will play an important role in the quantification of the biodegradation reactions, we next discuss rate expressions where changes in biomass concentrations, i.e., microbial growth and decay, are explicitly quantified.
Because case 1b does not model the species produced from microbial decay, there is no expression corresponding to Eq. (33). Eq. (49) shows that bicarbonate (HCO$_3^-$) and hydrogen ions (H$^+$) are produced at the exactly the same rate as CH$_2$O is degraded—we do not write expressions for these species.

Case 1a involves the same rate expressions as case 1b, except that species released by decay of microbial mass are included in the simulation. Thus, the same rate expressions apply as in case 1b, with an additional rate expression as given by Eq. (33). The actual species that are produced will depend on the chemical composition of the aqueous phase at the time of release. In general, these are not known a priori, but are calculated by standard equilibration methods as described in Section 2.4.1. In terms of the elements that compose the microbial matter, however, exact rate expressions can be written. For example, each mole of C$_5$H$_7$O$_2$N degraded yields a mole of N, thus from Eq. (33) we have

$$\frac{dC}{dt} = k_d C_{\text{CH}_2\text{O}_2\text{N}},$$

with similar expressions for C, H and O.

For given initial concentrations (Table 4), we can compute, using the geochemical model PHREEQC-2 [269], the temporal development of DOC, oxygen, microbial and inorganic carbon concentrations in a closed batch-type system. We recall that the various reaction rates described above will affect all other species in solution since other (equilibrium) reactions will be initiated. For example, as N is recycled from microbial degradation, in principle it can speciate to produce nitrate or ammonia. As shown in Fig. 2, in both cases the complete mineralisation of 0.1 mmol of DOC eventually consumes 0.1 mmol of oxygen (O$_2$) and produces 0.1 mmol of inorganic carbon. In both cases, too, during an
initial lag period microbial concentrations are relatively small and growth does not affect aqueous concentrations of DOC and oxygen. The length of this lag period depends largely on the initial bacterial concentration (Table 4) and on $\mu_{CH_2O}$, the parameter controlling the maximum degradation rate (Table 5). After this lag period concentrations start to change rapidly. In both cases DOC is depleted after 3–4 days and the (net) microbial growth then stops abruptly. At that time, approximately 0.035 mmol l$^{-1}$ of oxygen (O$_2$) have been consumed in case 1a, whereas oxygen is fully depleted in case 1b. In both cases the microbial mass subsequently decays at the rate given by the final term in Eq. (32). In case 1a the decay thereby consumes the remaining 0.065 mmol l$^{-1}$ of O$_2$ (Fig. 2) and produces more inorganic carbon. The comparison between the two cases demonstrates that, for conditions where biomass concentrations change rapidly, a significant difference in the dynamics of oxygen consumption is possible. The magnitude of this difference, of course, depends on the parameters (such as rate constants) used.

The nitrogen concentrations in the aqueous phase are shown for both cases in the middle panel of Fig. 2. The model approach used for case 1a considers transfer of nitrogen from the aqueous phase into biomass whereas no nitrogen is removed from the aqueous phase in case 1b. During bacterial decay, nitrogen is transferred back into the aqueous phase. Note that the simpler approach used in case 1b is not mass conservative with respect to carbon as a result of neglecting the changes of microbial mass in the underlying reaction equations. This can be seen in the lower plot of Fig. 2, where the total carbon concentrations, i.e., the sum of carbon contained within DOC (CH$_2$O), biomass (C$_5$H$_7$O$_2$N) and inorganic carbon (HCO$_3^-$, etc.) is plotted versus time. Note that the third panel shows the concentration for case 1a as 0.1 mmol l$^{-1}$.

In reality, contamination rarely consists of a single organic compound but of a mixture of compounds with differing physicochemical properties. Thus, several models have been proposed to account for the simultaneous uptake of multiple substrates, e.g., benzene, toluene, ethylbenzene and xylenes (BTEX), by the same bacterial group. One model [262], which has been adopted in other applications [263,282,293–296], suggests modelling the rate of growth of a microbial population as the sum of growth rates due to different dissolved organic compounds, as was mentioned in Section 2.4.3. The uptake rates $\mu_m$ will normally differ for different substrates. In this way, it is possible to model degradation of different electron donors at different rates so that benzene, for example, degrades more slowly than toluene.

Case 2 extends the model approach used in case 1a and demonstrates the joint uptake of four different BTEX compounds by one microbial group under sulfate-reducing conditions. Different initial amounts of organic compounds were assumed to be present (see Table 4). As can be seen in Fig. 3, for the chosen parameters (Table 5), toluene and ethylbenzene degrade first, followed by xylene while degradation of benzene takes significantly longer. The rate of sulfate consumption decreases once toluene and ethylbenzene are depleted and slows down even further when only benzene is left to degrade. As in the previous case, we considered nitrogen uptake into biomass but, unlike there, nitrogen was not depleted at any point in time and thus did not limit the removal rate of the organic compounds.

7.3. Multiple bacterial groups and growth inhibition

In active remediation schemes, contaminant degradation might be dominated by one particular biogeochemical process, e.g., anaerobic biodegradation, involving only one bacterial group [297]. However, under natural conditions, a range of terminal electron acceptor processes (TEAPs) would be expected. Where contaminants degrade naturally, the number of microbial populations involved might vary in space and time as electron acceptors become locally depleted (Fig. 1). That is, microbial groups will typically be associated with a particular electron acceptor, e.g., iron- or sulfate-reducing bacteria. Generally, microbial groups associated with more thermodynamically favorable electron acceptors will out-perform those using less favorable electron acceptors.

We mentioned in Section 2.4.3 that inhibition terms might be used to describe mathematically the sequential use of electron acceptors. For example, aerobic condition would inhibit the growth of sulfate-reducing bacteria. This can be modelled by multiplying the growth rate expression, Eq. (36), for these bacteria by
where $C_{\text{oxygen}}$ is the aqueous oxygen concentration. Note that in the modelling results presented here we took $C_{\text{oxygen}}$ as the concentration of $\text{O}_2$ (i.e., atoms of oxygen) rather than concentration of the molecules $\text{O}_2$. $K_{\text{oxygen inh}}$ needs to be much smaller than typical oxygen concentrations under aerobic conditions. The Monod-type inhibition term $I_{\text{oxygen inh}}$ will then remain very small so long as oxygen is present in significant amounts but reaches its maximum value of unity (growth not inhibited) when oxygen is depleted. Note that the mathematical form of the inhibition term is similar to that used in models that directly describe the contaminant destruction rates without explicitly considering the microbial population changes (e.g., [298]). Inhibition terms of this form have also been applied for biogeochemical transformations such as mineralisation of organic matter in aquatic sediments [299].

The sequential consumption of oxygen and sulfate for the mineralisation of toluene is demonstrated in the third simulation example (case 3, Fig. 4). Toluene is only mineralised partially by the oxygen that is initially present in the system. For the period between the third and the seventh days the example demonstrates the effect of nitrogen limitation on the microbial population growth and thus on the toluene degradation rate. During this period the growth rate is limited to the magnitude of the decay rate as nitrogen is only available from decaying bacteria. The microbial population is thus constant in this period. After a further lag period resulting from the small initial concentrations of SRB (sulfate-reducing bacteria), toluene is further reduced during growth of SRB until sulfate is also depleted. The inclusion of multiple inhibition terms of this form into a growth equation can then be used for modelling a predefined redox sequence, e.g., growth of SRB can be inhibited by the presence of oxygen, nitrate and Fe(3) minerals.

Another mechanism that, under some circumstances, is thought to affect microbial growth is the diffusive transport of reactants into biofilms. In order to circumvent solving pore-scale diffusive transport equations, a simple formulation for growth inhibition by excessive biomass accumulation has been proposed [292]. Once again, an inhibition term is used of the form given in Eq. (55), except that the parameter $K_{\text{inh}}$ is renamed $K_{\text{bio}}$ and the microbial concentration used. In the case where a microbial concentration becomes much larger than $K_{\text{bio}}$, the growth term conceptually represents a situation where the real biofilm thickness becomes irrelevant as the metabolic activity occurs predominantly in the upper layers of a biofilm that is more exposed to the nutrient-bearing aqueous phase. Because only the surface layer is receiving nutrients, the specific growth rate for the entire microbial mass reduces. Other, similar approaches are also available [15].

The simulations shown in Fig. 5 demonstrate the influence of $K_{\text{bio}}$ on the maximum bacterial concentrations. For $K_{\text{bio}} = 10^{-4}$ mol l$^{-1}$ the resulting simulated biomass concentrations are very similar to the uninhibited case, while a $K_{\text{bio}}$ of $10^{-6}$ mol l$^{-1}$ leads to a very strong inhibition and almost negligible contaminant removal within the simulation time. This simple example involves only one TEAP and the difference between uptake of toluene and sulfate is a constant (stoichiometric) factor.

### 7.4. Geochemical response

So far, we have discussed biodegradation of selected organic substrates with a focus on the main (or pri-
mary) reactants. For many practical cases, however, limiting the reactive system to these species is insufficient to describe degradation. This is mainly because (a) additional information about the fate of the reaction end products is desired and, perhaps more importantly, (b) the primary reactants are simultaneously involved in other reactions that proceed independently (but at a comparable time scale) or in response to the biodegradation reactions. The former point is of particular interest for applying natural attenuation as a remediation scheme. There, the geochemical changes resulting from the biodegradation reactions are used to demonstrate the occurrence of attenuation processes [8]. Where the contaminants (e.g., BTEX) are oxidised, this typically includes changes in alkalinity, total inorganic carbon (TIC) and of reduced forms of electron acceptors such as sulfide or ferrous iron. These and other species might undergo further reactions, e.g., they can form mineral precipitates such as siderite (FeCO₃), iron sulfide (FeS) or pyrite (FeS₂). The question whether these (secondary) reactions proceed and, if so, at what rate, is more difficult to solve than the more simple cases presented above. The occurrence and rate of these reactions depend on the pH of the groundwater, which can in turn change during biodegradation of organic contaminants. In these cases, geochemical models based on thermodynamic principles are essential tools for predicting the fate of aqueous species and minerals.

We illustrate these interactions with another example (case 5), where we take a closer look at the fate of the reaction products. Again, we simulated the degradation of toluene. For simplicity, we assume that the degradation itself is the rate-limiting step and reactions of inorganic chemicals and minerals can be approximated as equilibrium reactions. Here, oxygen and the mineral goethite, FeOOH, serve as electron acceptors and are used sequentially by the same facultative microbial group. The most significant geochemical changes occurring during the first, aerobic biodegradation stage are, besides the consumption of toluene and oxygen (Fig. 6), the increase in TIC concentration and the decrease in pH. The latter is somewhat buffered through the presence of calcite (CaCO₃), resulting in a release of calcium into the aqueous solution. Once oxygen is depleted completely, the electron acceptor consumption switches to goethite. Iron reduction of toluene is a hydrogen-consuming process, so the pH increases with ongoing mineralisation of toluene. As the model includes the possibility of siderite precipitation, the Fe²⁺ concentration in the aqueous phase remains low. TIC is partially removed from the aqueous phase by precipitation of siderite and calcite, the latter also decreasing the calcium concentrations in the aqueous solution. For the maximum uptake rates assumed in this simulation, the rate of microbial decay is greater than the growth rate (during iron reduction), so the total bacterial mass decreases.

8. Application: modelling biogeochemistry in a landfill plume

Landfills typically contain a mixture of organic and inorganic pollutants and generate leachate for which natural attenuation is the favoured remediation strategy [300]. Successful natural attenuation is documented pollutant mass reduction, a difficult task given constraints imposed by the plume complexity and limited hydrogeochemical data collection [301]. Thus, modelling the fate of organic compounds in groundwater systems that are heterogeneous physically and biogeochemically is vital to any natural attenuation feasibility study [302].

Here, we illustrate how a model that can simulate transport and biogeochemical processes was used to determine the redox zonation in groundwater downstream from a landfill. The landfill has been described elsewhere [300] and a comparison between model results and field observations has been performed recently [303]. Such a model can be used to determine the spatial zonation of redox environments. These range from aerobic respiration at the plume fringes to denitrification, iron reduction, sulfate reduction and, finally, methanogenesis close to the landfill border, i.e., the full sequence of TEAPs will be displayed. For landfill leachate plumes with a mixture of oxidisable organic wastes, degradation of DOC generally determines the spatial distribution of redox environments. Other specific organic chemicals are present in much lower concentrations and therefore do not contribute as much to reduction capacity. However, these low concentration chemicals are possibly of much more interest because
they can be detrimental to water resources. Some of these are more easily (perhaps only) degraded in anaerobic environments whereas others degrade preferentially in aerobic environments. It is thus important to quantify the spatial and temporal evolution of redox zonation as well as the residence time in each zone.

The modelling objectives were to simulate the degradation of DOC in this aquifer, the effect of degradation on the creation of a sequence of redox environments and the coupling of organic degradation to the geochemical system.

As mentioned in Section 5, the success of any reactive transport model depends on reliably simulating the flow field together with knowledge of the dispersion parameters, such that correct mixing of reactive contaminants ensues. Information on movement and spreading of non-reactive tracers is therefore very useful. For the Vejen landfill, different hydrogeological interpretations resulted in very different fits to the observed chloride (Cl) plume [267]. However, the simulations still did not match many of the fine details of the observed Cl plume, leading to uncertainties in the physical transport modelling that are transferred to the reactive transport simulations.

More detail on the model used in the current example is available elsewhere [268]. It is essentially identical to the approach discussed in Section 7.3. The model assumes the presence of multiple bacterial groups with their own capabilities for using one specific TEAP, i.e., $O_2$-reducing, $NO_3^-$-reducing, Fe(III)-reducing, $SO_4^{2-}$-reducing and $CH_4$-producing biomasses. The sequential use of TEAPs is simulated using two types of inhibition functions to specify the conditions under which bacterial groups are active. This is done by specifying TEAP concentrations for each bacterial group. For example, for $SO_4^{2-}$ reduction, all other possible TEAPs are assigned switch value concentrations. For higher redox-potential species—$O_2$, $NO_3^-$ and Fe(OH)$_3$—boundary switch values need to be specified for each electron acceptor. For $SO_4^{2-}$ itself, a boundary switch value is needed as well. Only if the $SO_4^{2-}$ concentration is higher than its own TEAP switch value concentration and all other higher redox-potential species have concentrations less than their switch values, will the inhibition function have a value of unity. Otherwise it is zero and the bacterial group is not active (Section 2.4.3). In modelling terms, different microbial populations can thus be “active” at the same time, although electron acceptors are consumed strictly in sequence. Alternatively, a gradual change from using one electron acceptor to the next would result where the rate is a gradual function of concentration, e.g., as modelled by Eq. (55). In the results presented here, this gradual approach was used specifically to model the effect of inhibition due to pH changes. An optimal pH is specified for each bacterial group. Any deviation from this optimum results in a decrease in the calculated rate [268].

We will present two simulations conducted to calibrate some of the process parameters. Most of the parameters in the biodegradation model are unknown and many of them are interdependent, e.g., the initial concentration of the microbial population and the maximum growth rate both will determine the biomass concentration at any given time. To fit a given biomass, starting with a high initial biomass would require lowering the maximum growth rate and vice versa. Moreover, even for this fairly well-characterised site, the biogeochemical data are not enough to permit calibration of all parameters. It is, therefore, important to define targets for the modelling/calibration. These were to reproduce the observed zonation of the main TEAPs and, based on the calibrated biodegradation parameters, to estimate the effective rate of degradation in the various redox zones. These measures of biodegradation are important for documenting natural attenuation of other chemical compounds as well, since the zonation defines the coverage of an aquifer where a certain type of biodegradation is likely to dominate. Together with knowledge of the effective degradation rate, one can ascertain the relative importance of redox zones in reducing mass of contaminant species.

The following two simulations (S1 and S3) represent a simulation time of 13 years, the time period from onset of possible leaching from the landfill to the time when measurements of the plumes were carried out. By this time, the plumes had reached a quasi steady state. The simulations assume (a) a steady, albeit non-uniform
source at the landfill boundary of all components and (b) a steady-state flow field.

The distributions of O$_2$, NO$_3^-$, Fe(OH)$_3$, SO$_4^{2-}$ and CH$_4$ are shown in Fig. 8 for simulation S1. The distribution of Fe$^{2+}$ is also included, because re-oxidation of Fe$^{2+}$ occurs at the fringes of the Fe(3)-reduction zone. The distribution of the increase in biomass concentrations for the various TEAPs are shown in Fig. 9, together with the simulated DOC (i.e., CH$_2$O) plume. The actual rate parameters used to produce S1 are not important, as the discussion will focus on how relative changes in rate and switch value parameters affect the redox zonation.

The distribution of O$_2$-reducing biomass shows that O$_2$ is used as a TEAP near the water table for the first 180 m, where infiltrating O$_2$ mixes with DOC. A close inspection of the Fe(OH)$_3$ concentrations at the boundary of the Fe(3)-reduction zone shows that re-oxidation of Fe$^{2+}$ occurs in a thin layer (difficult to see in figure). The consumption of O$_2$ when it mixes with DOC and the re-oxidation of Fe$^{2+}$ explains the limited vertical extent of O$_2$. The simulated distribution of O$_2$ largely depends on the transverse dispersivity, as discussed in Section 5. Nitrate also infiltrates the water table and has a similar distribution to O$_2$. Both O$_2$ and NO$_3^-$ were initially present in the aquifer. This initial aquifer oxidation capacity can still be seen in the low permeability, slightly upward-sloping clay lens beneath the landfill, which retains high concentrations of both species. Fe(OH)$_3$ is almost depleted in a zone stretching about 250 m out from the landfill. The reduction of SO$_4^{2-}$ is limited by the presence of Fe(OH)$_3$. The concentration of Fe(OH)$_3$ must be less than $2 \times 10^{-8}$ molar (switch-value) before SO$_4^{2-}$-reduction is initiated. The Fe(OH)$_3$ concentration is below this switch value in two zones, as shown by the distribution of the increase in SO$_4^{2-}$-reducing biomass. Growth of the CH$_4$-producing biomass is suppressed by the presence of Fe(OH)$_3$ in the same manner. The CH$_4$ plume is due to transport of leachate into the aquifer from the landfill.

In simulation S3, the maximum growth rate of the Fe(OH)$_3$-reducing biomass was increased by a factor of 5 while the switch value for SO$_4^{2-}$-reduction is increased such that the CH$_4$-producing biomass starts degrading at SO$_4^{2-}$ concentrations that are a factor of 10 higher. Predicted distributions of O$_2$, NO$_3^-$, Fe(OH)$_3$, and CH$_4$ are shown in Fig. 10. The distributions of the biomass concentration increase for the TEAPs are shown in Fig. 11, together with the simulated DOC plume. In this case, Fe(OH)$_3$ is totally depleted within the first 180 m. The NO$_3^-$ concentrations are slightly higher, and the vertical extent of this zone has increased. This is coupled
with a decrease in the size of the DOC plume because of increased consumption of DOC with Fe(OH)$_3$ as the TEAP.

Due to the depletion of Fe(OH)$_3$, the SO$_4^{2-}$-reducing biomass is now activated over a larger area. In these areas, SO$_2^4$ is reduced and HS$^-$ is produced. This changes the Fe$^{2+}$ plume because of precipitation of FeS, due to the HS$^-$ production. The peak concentration of Fe$^{2+}$ has moved further down-gradient compared to the location of the same peak in S1. The CH$_4$ plume is larger because the plume is now produced by both landfill leachate and microbially driven degradation within the aquifer.

Further detailed simulations are available [303], where a comparison of simulated and measured plumes of TEAPs, cationic species (Ca$^{2+}$, Mg$^{2+}$, Na$^+$ and K$^+$) and pH based on simulation S3 are given.

Fig. 12 shows more detail of the simulated DOC plume from S3, which can be compared with the observed plume in Fig. 7. The simulation and observation agree reasonably well. To show the amount of attenuation that has taken place by degradation, Fig. 13 shows the simulated DOC plume as if no degradation had taken place. Clearly, the DOC plume is longer in the non-reactive case, and the aquifer is affected by DOC more than 500 m downstream. Elsewhere [303], equivalent or effective DOC half-lives were calculated for the various redox zones. These ranged from 100 days to 1–2 days, going from the methanogenic to the aerobic zone.

9. Application: modelling the creation of in situ reactive zones

For the Vejen landfill (Section 8), the fate of the organic substances was the main interest in the modelling study because the organic compounds themselves represent the actual (health) risk. The quantitative description of the fate of organic substances can also be of substantial interest in cases where the degradation of non-toxic organic compounds is used within an engineered in situ remediation system to create a favourable (i.e., reducing) geochemical milieu for the attenuation of contaminants. Two emerging and increasingly applied applications where the engineered formation of reducing zones is applied are (a) the enhanced remediation of chlorinated hydrocarbons, where electron donors for substances such as TCE are injected [304,305] and (b) the removal of heavy metals [306]. In the latter case, the goal is to induce a sulfate-reducing environment such that precipitation (i.e., immobilisation) of metal sulfides occurs.

For natural attenuation, the main role of numerical modelling is typically the detailed analysis of observa-
Fig. 10. Distribution of redox species, simulation S3.

Fig. 11. Distribution of CH₂O and increases in biomass concentrations, simulation S3.
tions whereas, for engineered systems, the emphasis shifts towards predictive modelling and the exploitation of models as design tools [307], e.g., in order to optimise remediation schemes. The second field-scale modelling application presented here describes an application of the latter type.

In this example, we model the geochemical changes that occur in a metal-contaminated aquifer in response to the injection of diluted molasses (C₆H₁₂O₆). Although the focus of this paper is on organic contaminants in groundwater, a category that would not normally include molasses, the modelling approaches involved are similar. The modelling was motivated by a recent field investigation and accompanying laboratory experimentation. The overall integrated field/laboratory/modelling project is too large to report in detail here, so we focus on its modelling aspects.

The molasses is added in dissolved form through pulsed injection into a row (or curtain) of wells perpendicular to the main groundwater flow direction. Given that the aquifer’s physical properties are fixed, the main parameters, i.e., design variables for efficiently creating and maintaining a reducing zone are the distance between wells, injection rates, length of injection periods, length of period between injections and substrate concentration. As in the previous case, physical, chemical and biological processes interact in a complex manner. The processes underlying the conceptual and numerical model of the problem are

- advective-dispersive transport of molasses, organic degradation products and inorganic chemicals;
- sorption of molasses;
• microbially mediated, kinetically controlled oxidation of molasses under sulfate-reducing and methanogenic conditions as well as sulfide production;
• aqueous complexation reactions among inorganic chemicals (LEA);
• reductive dissolution of metal oxides; and
• kinetically controlled precipitation of metal-sulfides.

Prediction of metal mobility and, thus, the efficiency of the in situ remediation scheme, requires accurate prediction of the aquifer’s redox state and pH. Modelling the physical processes affecting metal transport and mobility is a vast research area by itself and so, in the present example, we focus on modelling of the hydrochemical changes resulting from the injection of the degradable organic compound. From this base we predict metal transport/mobility. The numerical model PHT3D (Table 1) was used for the subsequently described simulations. In PHT3D, the kinetic reactions included in the simulations, such as microbial growth and decay, are added to the (standard) PHREEQC-2 database that otherwise contains all relevant equilibrium reactions. As demonstrated in Section 7 for a range of batch-type problems, a consistent degradation model was developed from the governing reactions and their stoichiometry, as described below.

9.1. Degradation model

Mineralisation reactions of organic compounds typically either produce or consume H\(^+\), depending on the TEAP. In the case presented here, however, the full mineralisation reaction (i.e., the dominant TEAP—sulfate reduction—coupled to the oxidation of molasses) does not indicate changes in pH

\[
C_6H_{12}O_6 + 3SO_4^{2-} \to 6HCO_3^- + 3H_2S
\]  
(56)

However, laboratory column testing provided measurements that exhibited a strong decrease in pH near the injection source, indicating buildup of acidic reaction intermediates. A similar, although less pronounced, tendency was observed during a trial injection at the field site. In order to reproduce these observations and their potential impact on the efficiency of the remediation scheme, the production of organic acid intermediates was represented in a refined degradation model by including acetate as a breakdown product

\[
C_6H_{12}O_6 \to 3C_2H_3O_2^- + 3H^+
\]  
(57)

and the subsequent mineralisation of acetate as a second step

\[
C_2H_3O_2^- + SO_4^{2-} + H^+ \to 2HCO_3^- + H_2S
\]  
(58)

The combination of Eqs. (57) and (58) gives Eq. (56).

During molasses injection cycles, bacterial mass will increase, while, once the injection is paused, bacterial mass will decrease, in which case bacterial decay continues to promote reduction in the aquifer. In order to investigate these dynamic changes in bacterial mass, explicit simulation of bacterial growth and decay was included in the degradation model. Two parallel degradation pathways were included: (a) direct, complete mineralisation of molasses, as given in Eq. (56) and (b) the two-step transformation involving acetate and its subsequent degradation, Eqs. (57) and (58). Thus, for this latter case, carbon (from molasses) is diverted between HCO\(_3^-\) (or other inorganic CO\(_2\) species), acetate and microbial mass (with an estimated efficiency of 20%). As part of a model calibration, the ratio between HCO\(_3^-\) production and acetate formation was adjusted such that the observed temporal development of the pH during the trial injection was replicated. The key parameters of the degradation model, the maximum uptake rates for molasses and acetate, were fitted based on observed data of the temporal changes for sulfate, sulfide and alkalinity during the field trial. The relative rates of these reactions affect to what extent acetate will accumulate. In the model approach used in the simulations presented here, i.e., where bacterial growth and decay is explicitly modelled, the accumulation depends on the ratio (here 5.5) of the maximum uptake rates for molasses and acetate.

A range of simulation scenarios was set up to investigate the influence of crucial design parameters so as to find a robust, safe design for the remediation scheme. While not applied here, optimisation tools using methods such as gradient methods [308], simulated annealing [309,310] or genetic algorithms [311,312] amongst other methods [313] might ultimately be coupled to the process model to obtain the most efficient solution for a given remediation design.

9.2. Model simulations

In the particular remediation scenario discussed here, a line of wells is located transverse to the main flow direction in the aquifer. Molasses-enriched water is injected for short periods (five days), alternating with 35-day long periods without injection. In addition, active wells alternate with their neighbours such that in fact each individual well operates only five out of 80 days. In this scheme, mixing between injected water and background water results from both longitudinal (0.1 m) and transverse (0.01 m) dispersivity as well as through chromatographic effects caused by differential sorption between molasses (retardation factor of 1.2) and other reactants (no retardation). The effects of this pulsed injection and the propagation of the resulting geochemical changes downstream can be seen in Figs. 14 and 15.
Hematite (Fe₂O₃) and sulfate are consumed as a result of the oxidation of acetate whereas sulfide, carbon dioxide and methane are produced. The pH-lowering effect that occurs near the injection wells (top plot of Fig. 15) during transformation of molasses to acetate is evident in Fig. 14 (second plot). However, further downstream of the injection zone the pH recovers to approximately the background value. This can also be seen in Fig. 16 where the temporal development of molasses and acetate concentrations as well as the pH is shown in comparison for three selected locations (W1: injection well, W2: 25-m downstream of an injection well and W3: 50-m downstream of an injection well), as also indicated in Figs. 14 and 15. The remediating effect of the in situ reducing zone can be seen in the contour plots for dissolved Zn and for ZnS. The former is largely removed from the aqueous phase through the precipitation of ZnS (bottom plot).

9.3. Carbon budget

The geochemical modelling approach used for the simulations conserves, to within numerical errors, mass of all chemical elements. It also tracks their spatial and temporal partitioning between aqueous, mineral and biophases (i.e., bacterial mass). As an example, Fig. 17 shows the carbon budget within the modelled domain. Before the start of the molasses injection, all carbon is present as carbon dioxide, i.e., in dissolved form and in only one valence state. The cyclic injection of molasses leads to a stepwise, monotonic increase in the total mass of carbon. Within each cycle, the mass of molasses is completely transformed whereas acetate accumulates for a few injection cycles then reaches a dynamic equilibrium between newly formed and degraded biomass. The simulations for the presented scenario show that bacterial mass stores only a relatively small fraction of carbon and thus is not capable of contributing significantly to sulfate-reducing activity in periods without molasses injection. Siderite (FeCO₃) was included in the reaction database for the simulation but it did not form. The dominant form of carbon remains carbon dioxide, although some methane forms. Results from other simulations (not shown here) indicate that for a lower mixing efficiency between background water and injected water, the amount of carbon converted to methane increases, accompanied by a reduction in the amount carbon dioxide. This means that a lower fraction of the total mass of injected molasses is used for sulfate reduction and thus for the formation of metal-immobilising sulfides. Again, this result underlines the important role of physical flow and mixing processes in the fate of organic chemicals in aquifers.
Fig. 16. Organic compound concentrations (left ordinate) and pH (right ordinate) at observation points W1 (top), W2 (middle) and W3 (bottom).

Fig. 15. Concentration contours of selected aqueous inorganic components and minerals one year after start of the first injection. All concentrations are given in mol l\(^{-1}\).

Fig. 17. Carbon budget for the first year after start of the first injection (molasses: C\(_6\)H\(_{12}\)O\(_6\), acetate: C\(_3\)H\(_6\)O\(_2\), biomass: C\(_5\)H\(_7\)O\(_2\)N).
10. Concluding remarks

Modelling subsurface environments has continued to develop at a rapid rate over the last two decades. We now can simulate multi-dimensional, heterogeneous systems involving multiple fluid phases, scores of chemical species, interphase exchange of mass, detailed geochemical reactions within fluids and to solids, and biologically mediated transformations. In the foreseeable future, modelling applications incorporating these processes will become routine. Even now, such modelling is being used increasingly for predictive purposes, for evaluating risks to human and ecological health, and for designing environmental restoration approaches. However, the field is not yet characterised by robust and reliable models of complex subsurface systems. Conceptually, the modelling process involves model formulation of appropriate sets of conservation equations and closure relations; discretisation to reduce the differential equation models to algebraic approximations; algorithms to solve the resultant discrete forms of a model; and non-linear and linear algebraic solution methods. Each of these areas must mature in order to model the target problems considered in this work.

Multiple aspects of model formulation deserve additional study. These aspects include conservation and closure relations for multiple fluid phase systems, interphase mass exchange models, and biological models for complex, multi-species, multi-organism systems typical of natural subsurface systems. To give just one example, biologically enhanced dissolution, including the effect of natural and applied surfactants, will affect source-term modelling, as will spatial distributions and temporal changes in NAPL physical properties. Furthermore, even in cases where current models are adequate, issues of scale are almost always a concern. Models are often developed based upon controlled laboratory conditions involving homogeneous systems, while the natural systems of interest are orders of magnitude larger in scale, heterogeneous and sparsely characterised. Such a situation presents a significant challenge as both the parameters and the form of model closure relations are subject to change. Clearly, this challenge affects aspects of data collection, data reliability, a need to combine multiple scales and types of data, inverse problem solution methods and optimal knowledge processing—all active and important areas of research.

While computational resources continue to evolve at a rapid rate, we believe both numerical solution methods and computational advances will play important roles in advancing the resolution and reliability of geochemical models. On the numerical side, continued maturation of methods will be crucial to estimate and control errors through dynamic adaptation in the order of the numerical approximation scheme and discretisation. On the computational side, the availability of computational resources will grow in part because of faster processors and larger memory, but also because of an increased reliance on distributed memory parallel processing. It will be important to produce simulators that run efficiently on these evolving architectures. Because simulators are difficult and time consuming to produce, the continued evolution of modern software tools and simulation environments will be necessary to speed the rate of modelling advancements.

For biogeochemically complex environments, it is clear that microbiologically mediated degradation modelling is, to a certain extent, somewhat semi-empirical. This is particularly so with regard to scaling of biochemical reactions, the interplay of these with relevant physical processes and the apparent reaction rates that are observed or deduced. An improved basis for modelling scale-dependent microbially induced degradation of organic chemicals would have immediate practical benefits in predictions of natural and enhanced attenuation, risk assessment, and so on.

More generally, active collaborations among experimentalists, theoreticians, and numerical modelers would hasten the rate of development and application of subsurface biogeochemical models. Such groups should cross disciplinary boundaries and include chemists, microbiologists, engineers, geologists, mathematicians, computer scientists and others that can contribute to these challenging problems. Each of these classes of researchers has an active and important role to play. A process of routine model-data comparison and detailed mechanistic evaluation will be needed to improve current models.

In the past 20 years much progress has been made in the development of models and their application to a variety of oxidisable organic contamination problems. This period has also seen major gains in readily available computational power, the availability of numerous, well-tested packages for flow, transport and reaction, and a growing need to integrate biological, chemical and physical processes affecting the fate of oxidisable organics in the subsurface. While acknowledging this progress, these remarks are intended to bring attention to the significant challenges that can now be addressed. The future is bright, but much hard work remains.
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